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H’  .  School of Government launched the
Visions of Governance in the Twenty-First Century project in 1996

in order to better anticipate, account for, accommodate, and appropriately
influence major trends in the missions and in the means of governance.
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large and medium-term questions of governance, with the proximate goals
of better understanding and more effective teaching and the ultimate goal
of better professional practice. It establishes a forum for collaborative fac-
ulty discussion and research, honoring and advancing the Kennedy
School’s tradition of cross-disciplinary intellectual endeavors applied to
practical problems of governance. This volume is the latest product of that
enterprise. 

Support for the research from which these essays grew has been gener-
ously provided by the Ash Fund for Research on Democratic Governance;
the Christian A. Johnson Endeavor Foundation; the Daniel and Joanna S.
Rose Fund; the Parker Gilbert Montgomery Endowment; Mr. Kenneth G.
Lipper; and the Smith Richardson Foundation. We gratefully acknowledge
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A   been discernible (at least dimly) for two 
decades or more is becoming vividly clear as we settle into the twenty-

first century. Changing markets are challenging governance. The growing
scale, reach, complexity, and popular legitimacy of market institutions and
market players are reopening old questions about the role of the public
sector and redefining what it means to govern well. Bigger, better markets
bring both good news and bad news for the pursuit of cherished public
goals like equity, community, stability, security, progress, and growth, but
the operant word here is news. Twenty-first century markets confront us
with fresh possibilities, unaccustomed challenges, and tripwires for tradi-
tional habits of mind.

Governance is the organization and regulation of our collective lives—
the things we do with other people. Governance means making rules that
matter. Often authoritative rule-making is performed by formal structures
of government, but sometimes not. (For example, private clubs or indus-
trial associations create their own authoritative rules.) Every market occurs
within some framework of rules, but the architecture may or may not be
governmental—witness barter among tribes in the Amazon, international
black markets, or the “robber baron” governance of security markets in
Russia. The relation between governments and markets varies greatly by
place and also (the key point for this book) by time. As Susan Strange has

Market Ascendancy and the
Challenge of Governance

1  . 
 .  .
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argued, the balance between states and markets shifted after the 1970s in a
way that made the state just one source of authority among several and left
“a yawning hole of non-authority or non-governance.”1

What do we mean by “bigger, better markets”? Some distinctions are in
order. For over two centuries an influential school of Western thought has
held that market solutions (even at their worst) are almost always superior
to anything government (even at its best) can pull off. We are not adding
our voices to that chorus. “Bigger, better markets” is meant to be descrip-
tive rather than celebratory. It emphasizes, against the contrasting back-
drop of laissez-faire fundamentalists’ faithful constancy, the variation over
time in what we can expect from market arrangements. 

Nor do we simply mean economic health. This book was written, and
many of the phenomena it explores took form, during an extraordinary
period of prosperity. The American economy grew at an annual pace
approaching or exceeding 4 percent during the last several years of the
1990s—a winning streak of rapid growth, low unemployment, and surg-
ing productivity unseen since the 1960s.2 But a nice stretch of good times
does not amount to market ascendancy. Even a small and primitive market
system can deliver its own version of prosperity. Even without fundamen-
tal change, markets can expand along well-mapped paths. Growth has
something to do with the trend at issue here, to be sure. The relatively
sunny economic climate predominating after World War II was a favorable
environment for the stepped-up evolution of market mechanisms. Business
cycles persist, even if for the past half-century or so the torque they impose
on the economy has been dampened by good public policy. A plain old
cyclical downturn, if sufficiently sharp and prolonged, could slow or
reverse market ascendancy for a time. But if “good enough” economic con-
ditions are necessary to breed bigger, better markets, they are not suffi-
cient. The phenomenon flows from a complex of factors that can be sum-
marized as scope, sophistication, and legitimacy. 

. Markets have become more extensive, more integrated, and
more intricately interwoven into the fabric of life. This is partly a matter of
growth, of course. More production means more transactions, and even
“more of the same” would make for bigger markets. It is also partly a mat-
ter of economic globalization—the growing number of market economies
and the rising pace of international exchange. Jeffrey Frankel has marked
some milestones: the precipitous fall in the cost of international trans-
portation and communication during the twentieth century; the resur-
gence (after the setbacks of the World Wars) in global trade and invest-

  .    .  .
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ment; the expansion (to a 1998 level of $1.5 trillion per day) in foreign-
exchange transactions.3

But the growing scope of markets is also a matter of greater transac-
tional “density” within nations, especially in the United States. Aspects of
life that were once held at some distance from the market system have
become integrated into the cash economy. The most intimate example is
people’s time. Each year, the average working American now sells nearly
2,000 hours of his or her time for pay, according to public data cited by
former secretary of labor Robert B. Reich. The average middle-income
couple with children marketed 3,918 hours of their time in 1998, up seven
work weeks from a decade earlier. Families balance the boost in time ren-
dered to the market by delegating to the market domestic functions—
cooking and cleaning, child care, entertainment, and fitness—that were
once familial, rather than commercial, undertakings.4 Another evocative
example involves public order and personal security. By 1996 there were
three times as many private as public security officers in the United States.5

These illustrations of the price system’s deepening (and the many other
instances they exemplify) inform our theme of “bigger” markets. Whether
they make things better, on balance, is a topic that warrants (and gets)
extensive debate, including in these pages.

. The abstract aggregate of “the market” is built up of
concrete individual transactions. A buyer scans for goods and services that
meet her requirements. As she identifies purchases that promise to deliver
value, she gathers information on the quality of the product and the relia-
bility of each purveyor. Once she makes her choice, she negotiates terms
with the seller—the timing of delivery, the manner of payment, any war-
ranties or contingencies. The seller, meanwhile, may check out her credi-
bility, and measure her willingness to pay against other potential buyers’.
Once both parties are confident they will gain from the exchange, the
transaction is finalized. Nearly all of these functions have become easier to
perform than they were twenty years ago and promise to become easier
still. As a recent essay in the Economist observed, “the textbook model of
perfect competition . . . assumes abundant information, many buyers and
sellers, zero transaction costs, and no barriers to entry. Information tech-
nology makes these assumptions a bit less far-fetched.”6

Better markets are largely a function of the information revolution, but
not entirely. They also reflect the evolution and elaboration of old-
fashioned mechanisms like contracts, insurance, franchises, branding, and
alliances. For example, until recently one’s views about the good society—
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the morality of international arms sales, the ethics of homosexual rights,
the relative priority of economic growth and environmental protection—
were expressed (at least authoritatively expressed) chiefly through politics.
But the development of various “socially responsible” investment vehicles
allows individuals to exercise their social voice—at a decibel level propor-
tionate to stock holdings, to be sure—through the market. The Social
Investment Forum, a trade group for such funds, reports that the dollar
value of portfolios deployed in line with explicit social criteria tripled, to
around $1.5 trillion, between 1997 and 1999.7

Related areas where the growing sophistication of market mechanisms
expands the repertoire for collective action outside formal government are
discussed in this book. Akash Deep and Guido Schaefer’s chapter traces the
refinement of financial instruments by which banks manage the mismatch
between the time structure of their main assets and liabilities, and asks
whether the decades-old tradition of public deposit insurance may be
approaching obsolescence. John Meyer and José Gómez-Ibáñez analyze the
role of long-term contracts in reducing the vulnerability of shippers and
haulers alike as transportation markets evolve. Joseph Newhouse traces the
growing depth and complexity of market mechanisms in health care. John
Donahue and Richard Zeckhauser suggest that a long period of relative
social and economic stability has permitted the institutions and instru-
ments of nongovernmental coordination to flourish economywide, as col-
lective mastery of the mechanics of transaction progresses. Better markets,
again, may not make for a better society, as Mark Moore warns us in this
book’s final chapter. But taken on their own terms—the best possible allo-
cation of resources across alternative uses, as guided by individual choices
constrained by initial resource distribution—significantly upgraded market
mechanisms appear to be emerging on a wide front. 

. Throughout much of the twentieth century “the mar-
ket” tended to be politically suspect. The gross inequities and cultural dis-
ruptions unleashed by untrammeled commerce in nineteenth-century
Europe, Karl Polanyi has argued, triggered the mass movements of com-
munism and fascism, which (though strikingly dissimilar on other ideo-
logical planes) both featured close governmental control over markets.8

Emerging in midcentury from the trauma of depression and war, most
industrial democracies forged a new social contract marked by a large gov-
ernmental role in regulating economic activity and narrowing the range of
market outcomes. The United States, insulated from the worst of the pre-
vious century’s traumas, never broke so fully with laissez-faire, but wariness

  .    .  .
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about unregulated markets reigned here as well.9 Although there has been
no sharp sea change toward popular faith in markets, the tide seems to
have turned. The palpable failure of planned economies, stagflation in the
member economies of the Organization for Economic Cooperation and
Development (OECD), and the rehabilitation of market ideas led to a shift
toward the right in most industrialized democracies, with the most dra-
matic manifestation being the “Thatcher-Reagan revolution” that set the
political tone for the century’s final fifth in much of the English-speaking
world. By the end of the century, citizens in most countries were open to
market solutions to a degree that would have been unthinkable a few
decades earlier. Over three-fourths of respondents to a 1999 Pew survey
saw business success as central to America’s strength.10 In the 2000 version
of the Gallup Organization’s annual survey of confidence in major Ameri-
can institutions, a quarter or more of respondents reported a great deal or
quite a lot of confidence in “big business”—traditionally the least popular
avatar of the market principle.11 More subtly, popular culture seems to be
casting a somewhat more favorable light on market players and institu-
tions in recent years. Business people in the movies (once standard-issue
scoundrels) are sometimes heroes, or at least quirkily cool, while public
officials tend to be portrayed in the media more harshly than was common
in earlier decades.12

How Should Government Respond? 

“Governance where there is no government” can serve as a Zen-like defini-
tion of the market. As markets expand and improve, what are the implica-
tions for electoral politics, law and regulation, public investment and spend-
ing, and other aspects of government? How is government’s mission altered
in an era of ascendant markets? One possible broad-gauged response starts
from the presumption that government and the market are strictly compet-
ing blueprints for social organization. Where one advances, the other gives
way. When markets extend their reach and remedy their flaws, we can get
by with less government, as the market occupies formerly public ground.
Alternatively, government can be cast not as a substitute for markets but as
a counterweight. From this viewpoint, ascendant markets call for a parallel
expansion in government’s reach and potency. Bigger markets mean more
terrain to patrol, and markets are “better” only according to the economist’s
cramped definition of the good society. The more effectively markets
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advance individualistic and utilitarian norms, the more vigorously govern-
ment must assert and enforce other conceptions of value. As our construc-
tion of these parallel straw men suggests, our view is that neither “less gov-
ernment” nor “more government” will prove the best watchword (though,
as further reading will reveal, there are times when each applies.) 

“Different government” comes closer. Expansive, integrated markets
pose different challenges for governance than those we sought to master
when markets were simpler, more segmented, less audacious in their reach.
Complex, sophisticated markets render obsolete intellectual and political
habits formed when the mechanisms of private transaction were less elab-
orately evolved, more readily comprehensible, and prone to fail in familiar
ways. Gaining some purchase on the meaning of good governance in this
transformed context is the goal of this book. Before moving to the indi-
vidual essays, however, a bit more attention to the rudiments of market
governance is required. 

There are three categories, or perhaps more precisely, levels, of the gov-
ernance of a market system, building from relatively primitive and uncon-
troversial functions to increasingly subtle and decreasingly unanimous
missions. 

  . The first level of governance is provid-
ing the intellectual and institutional infrastructure of a market system.
Property rights must be defined. Rules for private exchange must be put in
place. Procedures must be established for enforcing commitments, resolv-
ing disputes, and sanctioning default. These foundation and housekeeping
responsibilities of government are little noticed except in times (the after-
math of World War II in much of Europe), places (Russia and other coun-
tries enduring rocky transitions from communism), and sectors (wide
swaths of the Internet economy at the turn of the century) where they are
conspicuously absent. Like the humble creatures that build coral reefs host-
ing complex ecologies, the accretion of these unremarkable functions of
governance is what makes markets possible. 

  . In the best of all possible worlds, by the
market theorists’ metric, the invisible hand meticulously orders economic
affairs so as to wring out the absolute maximum of human happiness that
limited resources can provide. Waste is banished, progress hastened, and
every ill eased up to the point that further remedy would cause greater
problems elsewhere. But as economists know better than anyone, this the-
oretical idyll is never seen in practice. Markets are imperfect, and examples

  .    .  .
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of market failure (ranging from the rudimentary to the baroque) fill a volu-
minous literature. Joseph Stiglitz offers one of the most concise typologies
of market failure. Cases where the premise of market efficiency is faulty and
governance could potentially improve outcomes include:13

—Market power. Efficiency requires that market players confront actual
or potential competitors, to push them back to the point where marginal
cost equals marginal benefit. Absent competition, resources can be squan-
dered and innovation stifled. Intervention may be justified to increase com-
petition or to compensate for its absence.

—Public goods. The logic of optimal outcomes through private exchange
requires that specific consumers pay for and use up every good; and by
paying, the consumers both attest to the value they place on the good and
motivate its provision. When this lockstep alignment of payment and ben-
efit breaks down, the market delivers too little of the good, by the bench-
mark of maximum welfare. “Pure” public goods—where one person’s
enjoyment doesn’t diminish anyone else’s, and where access cannot be
restricted to paying customers—are relatively rare (if important); clean air
and national defense are conventional examples. But many goods feature
some aspects of nonrivalry and nonexcludability, and a large number of
“impure” public goods challenge the efficient-markets framework and
invite consideration of public provision.

—Externalities. Analogous to public goods are cases where some impor-
tant element of a market exchange escapes the framework of payment
received for value delivered. A transaction generates unpriced benefits to
outside parties (positive externalities) or imposes uncompensated costs on
them (negative externalities.) Efficiency breaks down, and intervention
may be warranted to fix the externality or counteract the distortion it
imposes.

—Information gaps. Perfect markets require perfect knowledge—infor-
mation that is complete, accurate, and shared among all participants.
Where information is incomplete or unreliable or unevenly distributed, a
range of ills can arise. Government may act to encourage better informa-
tion or to fix outcomes warped by bad data. 

—Incomplete markets. Unless everything has its price—all goods and
services, in every imaginable contingency—markets can break down. If
some items are kept off the market, for good reasons or bad reasons (or-
gans, narcotics, embryos, marriage vows, the promise of future servitude)
the tapestry of efficiency through voluntary exchange begins to fray. 
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 . Recessions, market crashes, panics
and contagions, or inflationary surges can disrupt delicate market networks,
creating serious (even if temporary) cases of various kinds of market failure.

—Distribution. The story of maximum happiness through voluntary
exchange assumes that initial resource endowments are either equal, or
unequal for some good reason. Handing your wallet to a gunman who
demands “your money or your life” might be considered a voluntary selec-
tion of the best deal on the table but is a decidedly unequal exchange.
Voluntarily providing your labor in lieu of starvation is not much better.
The play of the market may produce “efficient” outcomes, but if the play-
ers enter the game with uneven piles of chips the tally at the end of play
will, by all odds, be comparably tilted. Improving distribution is not what
markets are good at. 

—“Merit goods.” Economists use the term “merit goods” as a linguistic
wild card to cover cases where individuals make flawed judgments of value,
mistaking wheat for chaff or dross for gold. We act (collectively) to coun-
termand the flawed choices we (individually) would otherwise make. For
example, school attendance is declared to be better than individual deci-
sions would indicate; recreational drug use is declared to be worse.

Where one or more of these conditions prevail, markets cannot be
expected to reach their theoretical ideal of maximum welfare from given
resources. This starts the conversation about governance, rather than end-
ing it. When markets alone are short of perfect (which is the usual case, not
an aberration), intervention may or may not make things better. Gover-
nance can be short of perfect, too.14

   . These last two cate-
gories of market failure—concerns about distribution, and merit goods—
cover a lot of ground, comprising an aggressive and rather awkward foray by
economists onto other disciplines’ intellectual homelands. Market theory is
mostly silent on what constitutes a fair distribution of resources, which is a
matter many people find rather germane to governance. And “merit good” is
cryptic shorthand for the large category of cases in which people are disin-
clined to accept economic logic as dispositive. Philosophers, lawyers, politi-
cians, ministers, sociologists, novelists, and just about every person sitting
around just about every kitchen table can and does talk about fairness, com-
munity, and the public good, generally unimpressed by economists’ bid to
relegate the conversation to a footnote on the theory of market failure.

These issues define an endlessly contested intellectual and political bat-
tleground. The debate over the public role in governing markets has raged

  .    .  .
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for more than two centuries and will quite likely endure for another two
centuries. We do not pretend to settle any important part of it here. Rather,
this book (and the broader Visions of Governance enterprise from which
it emerged) explores how evolving markets alter the terms of that debate. 

Cases in Point 

The first several chapters are “cases in point” of revised concepts, fresh evi-
dence, or altered policies within specific areas of market governance, start-
ing with the largest sector in America’s economy: health care. The medical
industry has undergone a maelstrom of change over the past two decades,
driven in large part by an expanding role for market forces. Joseph New-
house offers a concise and deeply informed account of ongoing innovation
and experimentation with the organizations that structure medical services;
the rules that choreograph the relationships among healers, patients, and
funders; and the incentives that fuel the system. His chapter both clarifies
what we have gained and what we have lost through more market-driven
medicine and hints at generalizations that apply beyond health care. 

In contrast to health care in some other countries, American medicine
was never dominated, in any simple way, by government. Federal entities
provide health care for selected subgroups (such as veterans and reservation
Indians), pay the bills for a much larger part of the population (the elderly,
the disadvantaged), and exercise considerable influence over medical
research. State and local governments play roles in Medicaid and other
major health programs as well as run their own enterprises (including pub-
lic hospitals). But most health insurers, and the vast majority of physicians
and other providers, have traditionally been private. Until recently, though,
health care has occupied a special domain within the private sector. “The
market,” as we commonly interpret the term, operated in unconventional
and circumscribed ways. Health care may never have been government-
run, but this large and sensitive sector has been interlaced with multiple
mechanisms of governance. 

The shape of governance in the medical realm began to shift in the 1980s
amid anxiety over the climbing costs of health care. Traditional health insur-
ance—in which patients picked a physician, who prescribed and delivered
the services he judged necessary and sent the bill to the insurance carrier of
the patient’s employer—rapidly lost ground to various models of “managed
care.” Cost-consciousness and incentives to economize, hallmarks of the
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market, applied to health care in a far less muted way. At the same time,
insurers increasingly competed on the basis of price, transforming them-
selves from simple administrators to aggressive agents of cost control. Private
bureaucrats in insurance companies took on increasingly consequential
roles. Government joined in this transformation (albeit unevenly) both by
encouraging or accommodating private players’ new game plans and by
adopting similar changes in public programs.

Newhouse carefully sifts the evidence on what this change has wrought,
applying a variety of intellectual lenses. He finds strongly suggestive (if not
quite conclusive) signs that managed care and managed competition have
indeed reined in medical spending growth. The rate of growth in health-
care costs is lower today, by something like 10 to 15 percent, than it would
otherwise have been. Yet he suggests we may already have harvested many
of the economic advantages to be expected from boosting the market role
in health care. Costs will continue to climb at a shallower rate than they
would have under the old rules, but he suspects they will not continue to
decelerate. 

Newhouse makes clear that the market transformation comes as a pack-
age. Harvesting the benefits of better cost discipline means accepting the
market’s downside as well. The traditional structure of American health
care featured a complex network of cross-subsidies: some payers, some pro-
cedures, and some patients (those able or willing to pay more, or unable to
dodge premium prices) bore a disproportionate burden of the system’s
overall cost (relative to the hypothetical market outcome), while others
paid less than the full freight. The increase in price competition has eroded
this system, and in so doing places growing strain on established proce-
dures for insuring low-income populations, training new physicians, and
safeguarding the solvency of hospitals and other provider institutions. 

Objectively, the changes in health-care market governance have been a
mixed blessing, Newhouse writes, though the balance on the economic
dimension seems clearly positive. Popular perceptions are otherwise. Public
opinion polls show that Americans are “profoundly unhappy with the
changes.” He notes, though, that Canadians—who have undergone a sim-
ilar campaign of health-care austerity, but without the overt shift toward
market mechanisms—are just about equally dissatisfied with health-care
policy reforms, raising questions about whether the new types of market
arrangements or belt-tightening itself accounts for the backlash.

Almost everywhere, almost always, and almost by definition, trans-
portation involves a melange of markets and public policy. Hence the

  .    .  .
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inquiry by José Gómez-Ibáñez and John Meyer into America’s experience
with transport deregulation affords lessons of special depth and resonance
for the larger themes of this book. They offer an overview of the origins of
railroad regulation as a response to both the peculiar economics of rail
transport and the generic cupidity of rail barons, which brewed political
pressures to deliver price relief to Western populations. The form of the
response to these pressures—the concrete, and consequential, embodiment
of governance—took a novel form. Rather than new responsibilities and
offices woven into existing departments, or the establishment of state-
owned corporations to take over from markets whose outcomes were objec-
tionable, a new institution was tailor-made for the market forces it con-
fronted: the Interstate Commerce Commission (ICC). Its mandate was to
soften the transportation market’s harsh edges without stifling the rail
industry’s development. Most contemporary observers know the ICC from
its waning days, when the agency and its mission had drifted apart, but
Gómez-Ibáñez and Meyer remind us of the care and creativity that at-
tended the ICC’s creation. This institutional innovation became the tem-
plate for a new category of governance institutions, the “public regulatory
commission.” Over the next half-century or so, the ICC was joined by sib-
lings or cousins including the Federal Communications Commission, the
Federal Maritime Commission, the Federal Energy Regulatory Commis-
sion, the Civil Aeronautics Board, and a welter of analogous entities at the
state level regulating power and gas utilities, water suppliers, telephone ser-
vice, and transport.

Three factors eventually inspired a widespread rethinking of the rela-
tively straightforward approach to market governance symbolized by the
ICC and its kin. First, as Gómez-Ibáñez and Meyer relate, the Depression,
the New Deal, and World War II and its aftermath all layered new or
revised goals onto regulatory policy, rendering it more difficult to cleanly
accomplish (or even cleanly define) the mission. Second, regulated markets
mutated (often in response to regulation itself ) more rapidly than the insti-
tutions of governance could adapt. Third, the glory days of confident ini-
tiatives to edit out the market’s less welcome aspects gave way to a spread-
ing realization that “regulating well is technically difficult.” Less than a
century after the ICC was launched, the conventional wisdom had
switched from the view that sensible regulation was pretty easy to the view
that it was pretty close to impossible. 

Regulatory agencies were seen as “captured” by the interests they were
meant to control. Relatively coarse regulatory instruments were either
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outflanked by growingly sophisticated market mechanisms or channeled
market forces in wasteful directions. The last third of the twentieth cen-
tury was marked by antiregulatory sentiment (in the transport industry as
in other sectors, and especially, though not exclusively, in the United
States). Some simply called for laissez-faire, surrendering many goals of
regulation as ill-conceived or too costly when the price of lost efficiency
was fairly reckoned. Others sought suppler, more sophisticated forms of
governance, experimenting with new ways to advance regulatory goals—
price caps instead of profit ceilings, and franchise arrangements to inter-
ject the discipline of competition episodically into industries where it is
naturally weak. The efforts to rethink transport regulation over the past
twenty years marked the overture to an era of governance amid bigger,
better markets.

In their review of railroad deregulation, Gómez-Ibáñez and Meyer
describe how radically the market context had changed as the ICC neared
its hundredth birthday. The robber barons were dead and gone. The West
had been won. Powerful corporations, not scattered homesteaders, were
the railroads’ main customers. Interstate highways and air freight offered
alternatives. The imbalances of options, information, and resources that
had brought government to shippers’ rescue were far less stark. Private
mechanisms (like long-term contracts) that could limit vulnerability with-
out traditional governance had been refined. In 1980, Congress deregu-
lated railroad tariffs and the ICC withered away (though it would linger on
for fifteen more years.) And market transactions, operating without the
regulatory safety net (or straightjacket, if you prefer) turned out to govern
rail rather well. Average rates charged to shippers fell sharply. Rail freight
volume surged, reversing what had looked like the railroad’s inevitable
replacement by truck shipping. Rail profits rose to financially respectable
(but by no means extortionate) levels.

While judging rail deregulation a success, the authors take care to avoid
depicting a free-market nirvana. Some interests (especially smaller “cap-
tive” shippers without realistic options) still do suffer under railroad mar-
ket power. Waves of mergers have moved the industry even further from
the textbook ideal of perfect competition. And the successor to the ICC
still has regulatory weapons it can, and does, unsheathe when circum-
stances warrant. 

Airline deregulation followed a more compressed timetable. Within a
few years after industry and consumer interests and (especially) academic
critics called into question the strictures of the Civil Aeronautics Board,
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Alfred Kahn was appointed its head and set about dismantling most of its
mission. America’s healthy highway system offered alternatives to air travel
over short distances, while the potential for new entrants almost anywhere
was expected to discipline airline markets even if competition seemed slight
at any particular point in time. Between 1976 and 1984, air travel shifted
from a highly regulated sector to one in which the market mostly reigned.
The outcome remains a work in progress, with many of the same benefits
(lower average costs, expanded operations, reductions in obvious waste)
and downsides (worrisome trends toward concentration, uneven benefits
to customers, and clear losses for some suppliers, especially labor) as were
seen in rail deregulation. Also like the case with rail, Gómez-Ibáñez and
Meyer see an important government role in the modern air industry. But
this role is not defined by rolling back deregulation and reconstructing the
1970s. It is a subtler set of responses—enabling private mechanisms to
make the most of deregulation and limit vulnerability; deploying policy
levers (such as control over landing slots) to promote competition; and
using government’s full complement of policy tools, from antitrust to
information provision to safety regulation, in order to harness markets to
the public interest. In short, they present the recent history of both rail and
air transport as valuable test cases for the real (if imperfect) payoff from
governmental pragmatism, flexibility, and respect (though not reflexive rev-
erence) for market forces.

Few areas of market governance have attracted as much popular atten-
tion, provoked such fervent certainty, or inspired such richly diverse con-
fusion as the deregulation of electricity utilities. William Hogan provides a
calm and comprehensive guide to the issue in “Making Markets for
Power.” Electricity markets, he writes “are made; they don’t just happen.”
New technologies for generating, transmitting, and pricing power, com-
bined with a broader openness to market arrangements, have expanded the
palette of possibilities for the electricity industry. Reopening established
arrangements forces the issue of how to build a market. The results of
experimentation with power markets have been richly instructive (if not
always pretty), and Hogan harvests the lessons.

Without slighting the enabling factor of new technologies, Hogan casts
the transformation of power supply as the replacement of one “big idea”—
closely held control over vital infrastructure, whether by government agen-
cies or regulated monopolies—with another. He underscores the temporal
contingency of any good idea, a theme that arises repeatedly in this volume.
In its time, “this old big idea delivered on its promise. . . . the miracle born
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of Edison became a necessity that we took for granted.” But as the downside
of close control became clearer, in electricity as elsewhere, a new “big idea”
took hold: enlarge the role of markets, while focusing government’s atten-
tion on tasks where markets fail. “This is easier said than done,” Hogan
notes. In particular, governing well in a more market-driven power sys-
tem—perhaps counterintuitively—requires a finer-grained and more
sophisticated understanding of the industry’s details than does classic regu-
lation. As market enthusiasts examined the power system, they learned that
“it was not enough that all the gears would be turning. The gears also had
to mesh, or the system would not work.” Governing a market-based elec-
tricity system turns out to be a great deal harder than regulating monopo-
lies, and Hogan finds that “we were unprepared for this new challenge of
governance.”

Making markets in electricity involves two special complications. One
is the economic and technological interdependence of far-flung power
grids. The other is the imperative (imposed by basic laws of physics) for
supply and demand to be brought into balance—not in long-run equilib-
rium, but at every moment. It has proven surprisingly difficult for market
architects to structure a system that “simultaneously respects the engineer-
ing reality and supports the market objectives.” This is in part because of
the novelty of the task, though the United Kingdom (and even earlier,
Chile) cracked the basic problem in the first wave of reform. Hogan diag-
noses the larger cause as ideological dissonance: the coordination required
by blunt technical imperatives can’t possibly be at the heart of a competi-
tive market, can it?

This combination of technological intricacy and conceptual heterodoxy
means that making markets for power presents ample opportunities for
mistakes, and innovators have seized those opportunities. Hogan reviews
some of these, including the “monstrous caricature of a market” in Cali-
fornia that came to dominate popular thinking about electricity deregula-
tion. The California meltdown was rooted in sloppy analysis, Hogan
explains, yielding a system design whose failure was predictable and indeed
predicted (though not, he concedes, in all its ghastly magnitude). 

In a significant side note, Hogan highlights a safety net for this period
of trial and error: the expertise and professional culture of the technical
workers who run power systems. Echoing an old but recently neglected
theme, he observes that the engineers’ commitment to making things
work—even when this requires editing or vetoing price signals—is a crucial
and (he fears) temporary buttress for emerging electricity markets.15
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Hogan concludes with a fundamental lesson drawn from the power
market evidence but of broader relevance to the themes of this book.
“Market efficiency” is broadly revered as an abstraction but in real-world
markets has a limited constituency—especially among suppliers. Policy
entrepreneurs may lobby for efficient markets, but business entrepreneurs
(predictably and understandably) clamor for the kinds of inefficiencies that
promise rich profits. Among the hardest challenges for market-makers is
maintaining the discipline to support competition amid pressures to
accommodate competitors. Good governance requires the wit to discern
the ideal, amid the obscuring clutter of details surrounding any specific
policy change, and the discipline to uphold it.

Experiments and Puzzles 

Primary and secondary education in the United States has been an enclave
of collectivism largely insulated from the market. Conventional public
schools have long educated the majority of America’s children. Private
school attendance plummeted with the common-school movement of the
mid-1800s and accounted for a bit more than 10 percent of students
through most of the past half-century. Teachers and other education work-
ers now form by far the largest category of government employees. (The
number of government workers involved in education inched past the
ranks of the armed services in the early 1960s, and educators now out-
number warriors by something approaching five to one.)16 Any substantial
incursion of market forces into this redoubt of collectivism is thus both
consequential and controversial. Paul Peterson offers a guide to the land-
marks on this changing terrain in “Choice and Competition in K–12
Education.” 

Marketlike arrangements in the education worlds are well developed,
though sometimes not recognized as such. Some families, of course, have
always opted out of the public school system and sent their children to reli-
gious or (far less commonly) secular private schools. But public education
includes a substantial and growing degree of customer choice as well.
Peterson notes the ubiquitous, albeit indirect, exercise of educational pur-
chasing power as families choose to live where the schools are good. The
large or dominant role of local finance in most states means that the richer
the town, by and large, the better the school. Many parents’ instinct to
shop among towns and districts in search of the best schools they can
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afford is too familiar to gain much notice but puts an (arguably inappro-
priate) element of the market at the heart of American education. 

Since the late 1960s, “magnet schools” and other forms of choice within
or across districts have allowed at least some students in at least some areas
to reach beyond the nearest public school without abandoning public edu-
cation. The explosive growth of the charter school movement since its start
in the early 1990s, meanwhile, has both widened the range of choice and
stretched the definition of the “public” school. So the market has a well-
established beachhead in the homeland of collective choice and public
delivery. There are some signs of an imminent breakout. Two trends have
heightened both the intellectual richness and the political voltage of the
market’s role in K–12 education. One is the extension of choice and com-
petition to the “supply side” of the equation—the growing role of new
entrants, including for-profit firms and (in the home-schooling movement)
families themselves as suppliers of educational services. The other is the
multifront campaign to amplify individual choice and challenge the com-
mon-school tradition through vouchers or tax preferences for private
schools.

The for-profit education industry has become a growing presence on the
school scene (and, intermittently, Wall Street’s darling) as firms large and
small emerge or enlarge to provide services ranging from special-education
curricula to food services to the management of entire schools or school
districts. Between the early 1980s and the early 1990s the majority of states
enacted laws allowing parents to opt out of public schools and teach their
children at home. Two states have already enacted tax-law provisions that
let funds flow to private schools at the public fisc’s expense; comparable
arrangements have been proposed in many other states and at the federal
level, with varying odds of success. Three jurisdictions—two large cities
and the state of Florida—have launched hotly controversial and fiercely
challenged experiments with tax-financed private school vouchers. Pri-
vately financed voucher programs and proposals in other communities
probe the boundaries of state and market in this fundamental function.

Two big questions are roiling the American conversation over education.
First, do the market mechanisms that serve so well in the fast-food and
automobile industries promise similar boons for education? Would com-
petition among providers, disciplined by consumer choice, produce a desir-
able diversity of educational offerings, accelerated innovation, effective and
accountable management, efficient operations, and superior outcomes? Or
is there something special about education—the uneven sophistication of
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consumers, the long-term and diffuse payoff from the enterprise, the mul-
tiplicity of factors other than school performance determining educational
outcomes—that undercuts the story of efficiency through choice and com-
petition? Second, what would be the broader consequences of embracing
the market on the “demand side” of education and diluting the common-
school tradition? Would an erosion of Americans’ sense of community and
shared stakes in key institutions outweigh the gains from schools better
tailored to parents’ preferences?

Neither question is even close to settled. The evidence is accumulating;
the arguments are evolving. Paul Peterson, while making no disingenuous
claims to neutrality, walks us through the controversies these two ques-
tions summon and implicitly frames a third: What lessons can we draw
from educational choice and competition for the broader debate over gov-
ernance in an era of ascendant markets?

The education puzzle involves potentially revising the governance of a
long-established and deeply familiar function in order to better exploit
market options. Jean Camp examines the other end of the policy-issue life
cycle: drafting a blueprint for the governance of economic terra incognita.
The Internet offers up classic concepts in strange new guises and poses
urgent challenges for the most rudimentary aspect of market governance—
defining “property” and drawing up the initial rules of the game. We may
one day manage to cobble together an architecture for Internet governance
with the right blend of efficiency incentives, protections for free speech,
motives to innovate, and popular accountability. But so far, Camp fears, we
are making a hash of it. Policy, like engineering, is “invisible when success-
fully and gracefully designed, and dramatically visible during failure.” An
engineer herself, Camp discerns some coming drama on the policy front.

The Internet “has no ‘nature.’ It is entirely constructed.” Its construc-
tion is a melange of enterprise and policy, and looming policy choices may
exercise great leverage over the trajectory of the Internet’s development.
The Internet originally took form in a setting of cheerful anarchy or (more
precisely) a highly informal governance regime in which the engineering
ethos prevailed. Technical beauty was a central desideratum; professional
reputation was a major motivator. But many of the Internet’s midwives
also endorsed a vision of what Camp terms “democratic pluralism,” em-
bodied in design specifications promoting “content neutrality, consumer
voice, and synchronous information flow.” In the current, crucial era of
market-making, in which authoritative rules replace conventions backed by
informal norms, she fears these features (and the values they advance) are
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in jeopardy. She examines emerging design features in three areas: code,
content, and conduit.

Code is a generic term for the family of languages permitting commu-
nication among machines, and between machines and humans. If code
were considered simply “speech,” established copyright law might settle its
governance. If it were clearly a “machine,” patents might do the trick. But
code is in some ways both, Camp writes, and in some ways neither. Unlike
text, pivotal pieces of code may have ambiguous parentage and hybrid
authorship. Unlike machinery, “possession” of code is a fuzzy concept on
the technical plane, even if legal decrees can clarify it. Camp charges that
our dim understanding of code’s nature (in a setting of potent commercial
imperatives) is luring us toward an ill-considered system for defining prop-
erty that “allows an excessive fencing off of the commons.”

A significant plank in the framework of this emerging market, the
Digital Millennium Copyright Act, meant to “enable a market,” has in-
stead allowed content producers to “control who uses the product, in what
conditions, under what terms, and on what equipment.” And what Camp
views as the misguided application of the ancient concept of “chattel” to
computer networks “creates property rights that allow network owners to
reject content.” 

On conduit—the physical pathways along which data flow—Camp
charges that “the banner of progressive ‘un-regulation’” effectively surren-
ders the shaping of the still-plastic Internet to the most insistent commer-
cial interests, “encouraging the creation of closed broadcast-style net-
works.” Camp’s passionate sense of the Internet’s prodigious potential fuels
her alarm over what she sees as hasty, underanalyzed, and generally reactive
market-making. Her protest is, at base, an engineer’s lament about flawed
design, the awkward application of ill-fitting governance concepts that
“will prevent the evolution of an Internet that maintains democratic prin-
ciples in design.” Realizing the Internet’s immanent promise, by contrast,
will “require a government that sees itself as the creator, not the hand-
maiden, of markets.” 

Public provisions to ensure the safety of consumer bank deposits offer an
intriguing example of a disjuncture between rapidly evolving markets and
comparatively slow and incremental legislative change. Only risk lovers or
rash ideologues would challenge the logic of federal deposit insurance in the
setting where it started. As economic foundations trembled in the 1930s,
Americans hesitated to entrust their savings to banks, owing to the entirely
rational, empirically validated fear that the bank might not be able to give
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them their money back when they asked for it. This was not a failure of
good faith on the banks’ part, but an upward spiral in economic complex-
ity that rendered banks incapable of performing their accustomed alchemy
of transforming safe, always-available deposits into risky, long-term invest-
ment capital. Nearly 9,000 American banks shut their doors between 1929
and 1933. The breakdown had already damaged the economy and threat-
ened far worse. Though it is imaginable, perhaps, that the markets of the
1930s could have eventually engineered a remedy, even free-market funda-
mentalists would concede no such rescue was on the horizon. The Roosevelt
administration designed a system of defense-in-depth for depositors’ funds,
organized around mandatory federal bank insurance covering most obliga-
tions of commercial banks and other savings institutions.

The improvised intervention was almost indisputably a good thing for
America. And the dismissive caricature of policy on autopilot is not quite
consistent with the facts. Federal deposit insurance has been continually,
and for the most part intelligently, refined over the decades in response to
new evidence, new ideas, and new market possibilities. Yet few are con-
vinced—indeed, few have even entertained the possibility—that financial
markets have improved enough to make deposit insurance superfluous.
Akash Deep and Guido Schaefer raise the question: Could it be time to
take off the training wheels? 

There are two main thrusts to their inquiry. First, they ask whether con-
ventional banks still form the foundation of American finance, as they did
when deposit insurance was put in place. Are solid banks still the sine qua
non, or has the emergence of new financial instruments and institutions
undercut the predicate for federal deposit insurance—that bank deposits
are the fountainhead of capital formation? Their second question is sepa-
rable, and the answer would matter even if secure bank deposits remained
an urgent concern. Is mandatory government insurance the best way to
keep deposits safe, or have several decades of refinement in financial mar-
kets produced tools subtle enough and strong enough to ensure security
through market means? 

Why are these questions interesting? There is no groundswell of grass-
roots demand for revisiting deposit insurance. Banks seldom protest the
requirement; consumers seem content to take the issue as settled. If deposit
insurance isn’t broken, why fix it? Deep and Schaefer suggest several rea-
sons for suspecting quiet wastefulness in the status quo. Federal deposit
insurance uses up real resources. The most obvious, perhaps, is the mun-
dane expense of running and doing business with the Federal Deposit
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Insurance Corporation (FDIC), but this may be the least important. (Any
alternative would have such costs, too.) There are subtler but more weighty
reasons for hopeful exploration into the possibility that the time for more
market-driven deposit security is at hand. 

Unless federal insurance is fine-tuned to fully reflect each bank’s degree
of risk, for example, banks are tempted to indulge in grand or petty reck-
lessness, since the bank gains the profit edge from extra risk but diffuses the
downside throughout the system. Both theory and evidence suggest that
the FDIC hesitates to be as tough on banks, when toughness is required,
as it would be on hypothetical (in the United States) profit-driven deposit
insurers. And it seems silly to free depositors from any reason to pay atten-
tion to the good sense and solidity of the institutions that steward their sav-
ings. Although these concerns do not make the case against the current sys-
tem, they hint at the potential merits of modernizing the system should
market-geared updating turn out to be workable. 

A “liquidity shortfall”—the problem to which deposit insurance is the
solution—happens when depositors can demand (right away) more money
from their bank than the bank can demand (right away) from its borrow-
ers. As the financial system has matured, the scale and urgency of this prob-
lem appear to have receded. Deep and Schaefer find ample evidence that
banks, as a class, are no longer as preeminent as they once were within the
financial system. Commercial banks account for a falling share of credit
extended, while bank deposits form a sharply lower proportion of house-
holds’ assets. Viewed from the banks’ perspective, deposits account for a
declining fraction of total bank liabilities, and classic “demand deposits”
have fallen even faster (in relative terms) as consumers have learned to
accept some limits on access to their funds in exchange for higher returns.
Loans have held fairly steady as a share of banks’ assets. But these loans are
far more likely to be liquid (or potentially liquid) because tactics like “secu-
ritization” and repurchase agreements have proliferated over recent
decades. 

A careful (though preliminary) analysis of banks’ contemporary expo-
sure to liquidity shortfalls leads Deep and Schaefer to a startling conclu-
sion: banks seem plenty liquid. Even in the unlikely event that depositors
everywhere rushed to pull out their money; even invoking pessimistic
assumptions about banks’ ability to turn assets into cash to satisfy their
depositors; and even ignoring deposit insurance altogether, the data suggest
that very, very few banks are vulnerable to a run. It appears that only an
improbable financial cataclysm would stress the system to the breaking
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point—a remarkable finding, if it holds up under more detailed scrutiny,
and all the more remarkable because banks have had very little incentive to
seek stability. Deposit insurance spares banks from the downside of extra
risk and denies them most of the benefit from extra safety. 

Have growingly sophisticated markets made it possible for America’s
banks and America’s savers to dispense with governmental protection for
deposits? Deep and Schaefer do not claim to have settled the issue. But
they plausibly air the possibility, and they map the path for testing it. 

The “free marketplace of ideas” is at once a venerated American tradi-
tion and, for some, a parable of the greatest possible collective good emerg-
ing from the least possible collective control. In “The Market for Truth,”
Frederick Schauer questions the reach of the parable while insightfully (and
iconoclastically) examining the tradition. His point of departure is Oliver
Wendell Holmes’s famous dictum that “the best test of truth is the power
of the thought to get itself accepted in the competition of the market.”
Interpreted aggressively, this simply defines the truth as whatever the ped-
dler of some proposition can sell to the public (or some meaningful seg-
ment of the public). Schauer doesn’t buy it—at least not the strong version
of Holmes’s dictum. The evidence of the marketplace shows, for example,
that a great many people find truth in astrology. Yet “a panoply of ways of
determining truth other than that of defining truth in terms of a market
output” establish that “astrology is bunk.” 

But perhaps astrology exemplifies the special case of propositions
amenable to some conclusive test separable from popular credence. Might
market success be the best test of truth for that large class of assertions
where science is short of dispositive—propositions that are either strictly
normative or alloys of the normative and the empirical? Examples might
include the overall justice of the minimum wage, the comparative merits of
“mutually assured destruction” versus missile defense, and the legitimacy of
requiring workers to save for retirement via Social Security. 

One element to be considered, at least in a democracy, is the notion that
respect for popular opinion can be valuable on its own, even when popu-
lar opinion happens to be wrong. So unless the right resolution of a pub-
lic choice turns almost wholly on matters of fact, “when the issue is policy
the claims of democracy and the claims of epistemology converge, even if
on other issues they may at times diverge.”

A related line of logic comes into play when the “truth” to be discovered
is not some fact about the state of the world but rather an accurate calibra-
tion of citizens’ preferences as they pertain to collective choices. Pro-life or
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pro-choice? Legalize gay marriage or ban it? The strong suit of market-style
arrangements for divining the truth—the market’s facility at registering
preferences—matters most “in areas in which preferences are all there is.”

There may well be a preserve harboring categories of truth that markets
can best discern, but Schauer tracks Holmes onto more challenging terrain.
Efficient market theory holds that the market has a wisdom its constituent
players individually lack. A commodities exchange transforms the cacoph-
onous bellowing of imperfectly informed traders into the right price for
wheat. The scramble of competing innovators (not all paragons of insight
or even common sense) propels technological progress. By analogy, even
where “there are indeed truths out there to be found,” not merely matters
of preference or opinion, one could argue that “an unrestricted marketplace
of ideas is the most reliable method for finding them.”

But remember the rigorous assumptions embedded in market theory,
Schauer cautions, and reflect that “implicit in modern marketing theory is
that catchy music, clever dialogue, and Michael Jordan as an endorser may
be far more important than the truth of a proposition in getting the pub-
lic to accept it.” The relationship between what emerges as credible from a
market process and “the truth,” he suggests, is “contingent, empirical, and
possibly less reliable than has often been assumed.”

Schauer ends by raising the possibility that speech might not be all that
special after all. If we think of the “marketplace of ideas” as no metaphor
but just one case of market organization, the conversation shifts from un-
reflective reverence to pragmatic assessment of the market’s soundness. For
some, the thrust of that conversation will be that “the same concerns for
market failure, resource disparity, and capture . . . that pervade our think-
ing about markets should increasingly pervade our thinking about the mar-
ketplace of ideas.” And for others, it will be that “the same libertarian
assumptions that we have traditionally applied to the marketplace of ideas
ought also to be applied to the market for goods and services.” He thus
strikes a heterodox note, by the American catechism, while ending his essay
on an even larger theme than launched it.

Following Schauer’s reflections on truth, Anna Greenberg takes up pol-
itics. Should we think of American politics as a “market”? The metaphor
linking democracy to the market is an old one, and in some ways undeni-
ably apt. Individuals signal their preferences by how they use their endow-
ments—dollars in the one case, votes in the other. Rivals compete, inno-
vate, and advertise to win individuals’ favor. But at what point does the
equation of politics with the market transcend metaphor and become sim-

  .    .  .

01-0201-CH 1  8/15/02  5:14 PM  Page 22



ple description? Has the era of the permanent campaign—intensely pro-
fessionalized, fragmented, and money-driven—taken us past that point?
Greenberg poses this question and addresses it with appropriate caution
and a wealth of historical perspective. 

It is easy to overstate the novelty of marketlike politics, she reminds us,
citing instances of mercenary politics in America’s past far starker than
those we see today—captive partisan newspapers, pervasive patronage, out-
right vote-buying. The advertising industry and party politics evolved in
tandem, and the first president to turn to Madison Avenue for image-
buffing television spots was not Bill Clinton or Ronald Reagan but Dwight
D. Eisenhower. But has the accumulation of changes in degree led to a
change in kind? Is turn-of-the-century politics markedly more marketlike
than in the recent past? Greenberg examines several seemingly separate
trends to cast light on the possible marketization of American politics.

Money may have always been the mother’s milk of politics, but its flow
has demonstrably freshened. Greenberg reviews trends that are no secret
but remarkable nonetheless: the twentyfold increase in political action
committee contributions since the early 1970s; average 2000 campaign
spending of around $650,000 per House race and $5.5 million per Senate
race; the $300 million spent by candidates in the 2000 presidential race;
and the nearly uncontrolled rise in soft money contributions and indepen-
dent advocacy efforts by business, labor, and other groups. All told, politics
in 2000 was fueled by an estimated $3 billion.

Other developments both encourage the growing role of money in pol-
itics and amplify its impact. The new technologies that transform markets
in other domains—ubiquitous telephones and television; cheap, powerful
computers; the Internet—offer increasingly good substitutes for shoe
leather and grass-roots political activism in assessing citizens’ priorities
and pitching campaign messages. Although there have long been full-
time, mercenary political operatives, the maturation of a professional
political industry seems like something new; the number of political con-
sultants has tripled in a decade, and there are now around 3,000 political
consulting firms. 

The growing significance of ballot initiatives and voter referendums—
pioneered in California but now a national phenomenon—both shifts
politics into a market-style arena and widens the scope for money, tech-
nology, and professionalized politics. Commercialized polling, advertis-
ing, and strategy consulting, constants in modern politics, play an even
larger role in political battles waged through referendum. For-profit firms
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forage for signatures, tightening the nexus between markets and politics.
And wealthy individuals can launch policy initiatives that simply bypass
stodgy old legislatures.

So does the cumulative effect of these developments mean that the mar-
ket now reigns over American politics? Greenberg hesitates to declare any
sweeping transformation but professes considerable concern that “the infu-
sion of big money into electoral politics [and] ballot initiatives, and . . . the
transformation of grassroots lobbying into a highly professional enterprise”
are altering politics for the worse. The current dosage of market principles
and practice “probably limits the diversity of voices in our political debate
and inhibits greater citizen engagement.”

Governing Well When Markets Rule 

The press and the public have grown fascinated with the emergence of a
“new economy” characterized by rapid technical change, skill-intensive
production, unconventional organizational styles, and (at least some of the
time, for some of the companies) glittering financial success. Has a “new
politics” evolved in parallel—a different style of political action undertaken
by and in the interests of new-economy market players? Political scientist
David Hart examines the political playbooks of new-economy firms and
ponders the implications for good governance.

Hart starts from the classic pluralist premise that “political power in the
United States is divided . . . among a variety of institutions and actors,”
including politicians, elected officials, civil servants, and a host of interest
groups of which business is only one, that “jostle for control of govern-
mental authority and resources. Any emerging industry takes its place on
an already crowded stage.” Another key premise is that efforts to gain or
use political power are largely overt and observable in the form of lobbying,
campaign contributions, institutional infrastructure, and the like. And a
third is that new-economy actors, like old-economy actors, are less than
omniscient about where their interests lie and how to advance them. 

Outlining a political science analogue to Schumpeter’s economics of
“creative destruction,” Hart describes both the “offensive” political
processes employed by disruptive economic newcomers and the “defen-
sive” strategies of those whose interests are imperiled by change. Some
firms are “born political,” emerging in economic terrain with clear govern-
mental landmarks and entrenched interests. (At the computer industry’s
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dawn the government was the biggest customer for the costly, massive
machines, and IBM learned its political moves early on.) Others only grad-
ually learn in which direction a political offensive should advance. (Not
until they became major employers of scarce technical labor did high-tech
manufacturers discover their stakes in looser immigration rules.) Defensive
strategies are even more diverse, not least because defenders tend to widen
the political front whenever they hold weak ground, enlisting additional
allies or invoking new classes of arguments to fend off threats to their inter-
ests. (For example, IBM’s antagonists sought to hobble the dominant
player by changing procurement rules, then by encouraging antitrust
action.)

Employing these conceptual lenses and deep pools of fresh data, Hart
examines how high-technology firms have forged and wielded five tools of
political influence—corporate representation in the capital, trade associa-
tions, lobbying, political contributions, and congressional testimony.
Weaving a tapestry of aggregate trends and telling anecdotes, he depicts the
core features of high-technology firms as political actors. The political
maneuvers of new-economy actors, Hart concludes, are complex, conse-
quential, richly diverse, sometimes astute and sometimes ham-handed, fre-
quently creative in their details—but in essence nothing new. Far from
marking a sharp break with the politics of the past, the efforts of high-
technology firms to shape policy to their liking are “as old as the marriage
of capitalism and democracy that has distinguished the United States since
its founding.”

Viktor Mayer-Schönberger takes a finer-grained look at a narrow but
vital slice of new-economy governance: information law. The law is the
working edge of conventional market governance. By ensuring the broader
community’s aid in enforcing valid obligations, the law serves as a supple-
ment to simple trust or personal leverage to make markets possible. Mayer-
Schönberger identifies some special challenges that arise when information
figures centrally in exchange. 

First, he poses what he terms the “transactional challenge” to traditional
law. It seems at first blush that the information revolution should system-
atically improve the mechanics of exchange. But Mayer-Schönberger
argues it may usher in new problems with transaction costs. Electronic
commerce multiplies the number of transactions between strangers,
unbound by ties of trust and often under separate legal regimes. Even if
they aggregate to staggering sums, each individual transaction may be of
low value relative to the cost of conventional legal protection: “Having
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lawyers on both sides refine draft after draft of a contract to cover all pos-
sible options may be economical for a transaction involving a super-tanker
full of crude oil, but is certainly not for an order of three paperback books
from Amazon.com.” The primacy of law as the linchpin of market gover-
nance thus seems imperiled. Resourceful transactors can develop alterna-
tives, such as guarantees and remedies “governed” by credit card compa-
nies, or the binding dispute resolution process of the Internet Corporation
for Assigned Names and Numbers (ICANN), the nongovernmental entity
that regulates key features of the Internet. At the same time, Mayer-
Schönberger suggests the law may well evolve to overcome the transac-
tional challenge—by more systematic harmonization across borders to
minimize conflicts, for example, or through tougher penalties to deter bad
faith even with imperfect enforcement. 

He next takes up the “structural challenge,” citing work by Lawrence
Lessig. In parts of the information economy, he suggests, “governance” is
exercised neither formally through law nor informally through the market,
but is embodied in the very structure of technology. E-mail services can be
structured (and have been) to automatically filter out messages that fit the
profile of junk—or that originate with a competing service. According to
Mayer-Schönberger, “‘Code is law’ is the soundbite of a structural chal-
lenge to the traditional system of governance.” He reviews a range of pos-
sible responses, some classically governmental, some as unconventional as
the challenge itself. 

The third challenge is substantive, dealing not with the information rev-
olution’s reshaping of market governance but with the governance of mar-
kets for information itself. Mayer-Schönberger’s speculation from a lawyer’s
perspective on how to build a legal system robust and subtle enough to deal
with information as a product parallels Jean Camp’s engineer’s perspective
on the puzzles of defining rights to this increasingly important form of
property. But he is rather more sanguine about the prospects for coming to
terms with the challenge. The very information revolution that so sorely
stresses governance, he suggests, may offer tools (such as digital water-
marks, encryption, and sophisticated transaction and access control sys-
tems) that resurrect the relevance of classic legal concepts in this strange
new world. Even if we can only dimly discern the possible shape of such
solutions, Mayer-Schönberger expresses cautious confidence that with dili-
gence, discipline, and creativity we can come to terms with the challenge
of good governance in the information age.
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The wary optimism of Mayer-Schönberger’s conclusion is an appropriate
segue to the penultimate essay. John Donahue and Richard Zeckhauser’s
chapter stresses both the perilous novelty of many policy challenges posed
by bigger, better markets and the reasonable prospect that we will prove
able to think our way through them. They do not discount the difficulties:
“Intervening in fast-changing markets is akin to air-brushing a moving pic-
ture or editing an unfinished story. How can the agents of governance lower
the odds of failure—of acting needlessly, or acting clumsily, or standing idly
by while untrammeled markets wreak preventable damage—in such a set-
ting?” They propose some guidelines that hinge on the watchword “diag-
nosis before therapy.” By this they mean that “an interval of assessment and
analysis . . . is more apt to improve policy today than in earlier eras when
markets were less fluid, policy problems were more stable, and correct solu-
tions had a longer shelf life.” They concede that this calls for an unaccus-
tomed and perhaps unnatural humility on the part of academics, pundits,
and public officials and puts a similar strain on the public’s patience. But the
benefit from custom tailoring policy to fit emerging challenges (instead of
grabbing solutions off the rack) increasingly warrants the wait. 

“Rapidly changing markets strengthen the case for diagnosis before ther-
apy in two ways,” they contend, “both by tending to raise the payoff to
incremental evidence and analysis, and (less obviously) by tending to
reduce the cost of delay for diagnosis.” To illustrate the trend of faster mar-
ket change, they point to the accelerating pace of turnover in the Fortune
500 in the later decades of the previous century and to stepped-up turmoil
in the ranking of top firms by the broader measure of market capitalization.
Though they grant that this turn-of-the-millennium economic turbulence
“may turn out to be a temporary phase—a jagged ridge connecting two
placid mesas of relative stability,” it strengthens the case for both creativity
and caution in market governance. In such a setting it becomes more likely
that “premature prescriptions will turn out to be misdirected” and that
“underanalyzed interventions warp the trajectory of technological devel-
opment and hobble future policy.”

More subtly, they suggest, changing markets lower the cost of “diagno-
sis before therapy.” Improvements in the mechanics of data gathering and
processing make good analysis easier. Continuous economic change means
adjustments to ill-fitting policies are less likely than in the past to disrupt
a happily stable status quo. Perhaps most important is the prospect that
market turmoil creates breathing room for well-considered governance.
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Donahue and Zeckhauser note that “when economic interests are well-
defined, concentrated, and self-aware, the option to intervene may bear a
‘use it or lose it’ label. Government must move with dispatch to counter a
perceived clash between market dynamics and the public interest, even if
the perception is murky, lest delay for diagnosis give special pleaders time
to dominate the political terrain.” The age of bigger, better markets, by
contrast, features a political environment that is relatively complex, frag-
mented, and unstable. They point to the shift from industry associations to
individual firms as the biggest contributors to political campaigns: “A suf-
ficient degree of continuity in market shares and consensus on policy agen-
das, for a sufficiently long period, allows firms to overcome collective-
action problems and coordinate their political activities through
associations. When market segments blur, hierarchies topple, and interests
splinter, conversely, the emphasis tips toward ‘every firm for itself.’” This
can lower the risk that special interests will entrench themselves while the
agents of governance ponder how best to advance the public good. 

Their call for careful diagnosis, they stress, is not “a backdoor counsel of
conservatism” but rather underscores the virtues of “initial caution and
ongoing intellectual diligence when constructing what eventually may turn
out to be highly aggressive interventions.” Heightened economic fluidity
“means that objectionable market outcomes are apt to be imperfectly
understood at any one point in time and likely to become less objection-
able, or objectionable in different ways. Evidence and analysis are becom-
ing more valuable, as is flexibility in the strategy and tactics of interven-
tion.” So a proper appreciation of government’s role when markets rule is
“likely to involve an unaccustomed, and doubtless uncomfortable, quo-
tient of delay as evidence accumulates, cause and effect become better
understood, and the mists of uncertainty dissipate.”

In “The Market versus the Forum,” Mark Moore strikes a deeper cau-
tionary theme, richly developing a vital subtext touched upon (or conspic-
uously skirted) in many of these essays. What are the implications of big-
ger, better markets for governance broadly defined as a community’s
capacity to organize collective life in ways that promote its members’ hap-
piness? Do ascendant markets, in the aggregate, exact a steeper, subtler
price than an issue-by-issue assessment reveals? Moore worries that even a
sophisticated, eyes-open, scrupulously well analyzed embrace of the market
invites the atrophy of our capacity for other kinds of collective action.
Other authors implicitly view civic-mindedness and the capacity for col-
lective deliberation as rare commodities to be preserved for the most cru-
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cial uses. Whenever better markets allow us to economize on these precious
assets, according to this view, the substitution is all to the good. Moore pro-
ceeds from a different implicit analogy: Civic-mindedness is not an
exhaustible stock to be husbanded, but more like a muscle that grows
stronger with use and withers with neglect.

The refinement and extension of market mechanisms, he warns, tempt
us to turn to markets for a growing extent of functions once reserved to the
“forum” of politics, civil society, or the family—functions for which mar-
ket arrangements, even at their glittering best, are fundamentally unsuited.
At one level, citizens in an era of bigger, better markets are like the cook
who acquires a magnificent new grill and enthusiastically learns to barbe-
cue everything from hors d’oeuvres to baby food, instead of attending to
the rest of the kitchen. But Moore’s misgivings run even deeper than the
potential atrophy of traditional habits of collective action. Improvements
in markets and their spreading reach, he suggests, both flow from and feed
the development of a “market ideology” that drains life and legitimacy
from the very idea of common action outside the market. This ideology
“changes the way individuals think about what they should value as indi-
viduals, how they might combine together to produce valuable social
results, and how lines ought to be drawn in society between the private and
the public, the individual and the collective, and the voluntary and the
obligatory.” 

This occurs, Moore contends, by the alteration of values and prefer-
ences wrought by the market’s very triumph on the material front, by its
pervasive emphasis on the individual at the expense of the collective, and
through the conceptual foundations of market theory that “undermin[e]
confidence in the capacity of a group of individuals to form and achieve a
collective purpose.” In contrast to the crisp precision of market exchange,
alternative models of cooperation involving public deliberation over shared
goals “and an acknowledgment of shared responsibilities for achieving
those goals, which are then pursued as a point of honor and social com-
mitment, are deemed insufficiently reliable, too vulnerable to exploitation,
and too threatening to individual liberty.”

Moore challenges the internal consistency of this “market ideology” and
probes the dynamic of its encroachment into civic and political life. In
principle, the market and the forum can coexist. Harvesting the benefits of
ascendant markets may not, as a logical entailment, require surrendering
our mastery of political choice, civic deliberation, or the sense of a com-
munity as something beyond the plural of “individual.” But as the market
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concept mutates from a tool to an ideology, Moore fears, this is precisely
what occurs. If so—and even if markets become big to the point of all-
encompassing, and better to the point of utter perfection—this loss puts a
staggering price on the blessings the market can bestow, and any such
prospect poses an intimidating challenge for governance.

The apotheosis of the market that some celebrate and others fear, to be
sure, may be prematurely announced. To the extent that technology is at
the root of the broad changes examined here, the refinement of markets
may indeed be a long-term secular trend, though the details of that trend’s
unfolding will surely defy our capacity for prediction. To the extent that
popular opinion and ideological fashion are driving the phenomenon, the
balance between markets and politics may continue to oscillate cyclically.

Amid the richness of evidence, insights, and points of informed specu-
lation assembled in these essays, a sobering theme can be seen. Whatever
package of values and priorities one may bring to the debate over gover-
nance amid ascendant markets, it seems clear that the conversation has
become more complex. Many defining episodes of policy change in the
twentieth century—the Progressive Era, the New Deal, the Great Society,
the Reagan revolution—could be organized, intellectually and politically,
along relatively clean lines. Which goals do you cherish more? Which data
do you see as sound? Which predictions are persuasive in light of past
trends? Which examples seem compellingly general, and which can be dis-
counted as sterile idiosyncrasies? Even: Which side are you on?

We may look back on our decades of obsession with comfortably famil-
iar classes of “market failure” as an easy era for defining government’s mis-
sion. Bigger, better markets promise to push us onto a new and uncharted
path, where the economic footing is less secure and where other conceptual
lanterns must be lit if we hope to clarify the hard questions about the pub-
lic agenda.
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O   two decades several countries have attempted to
increase the role of markets in the medical care sector. The changes

have generally taken the form of either moving away from administratively
set prices or allowing prices a greater role in resource allocation. In the
United States managed competition is well known, but countries as diverse
as the Netherlands, Switzerland, Great Britain, Germany, and Israel have
all attempted reforms of various sorts. The result has been a continuing
worldwide debate about the role of the market in health care delivery. In
this essay I attempt to take some stock of what has been learned and not
learned thus far from the American experience. I focus on the United
States, because that is what I know best and because data are more readily
available than they are for other countries. I make no effort, however, to
attempt a comprehensive answer, even for the United States.

I make the following points:
—There is a variety of somewhat soft evidence that the explosive growth

in managed care and managed competition has reduced medical spending.
My rough estimate of the savings, using several different methods of cal-
culating them, is on the order of 10 to 15 percent.

—It is too soon to judge the effect of managed competition on the
steady-state rate of increase in medical costs, but the reduction in the

Lessons from the 
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annual rate of growth of health care costs is probably transitory; in other
words, the 10 to 15 percent savings are likely to be one-time-only savings.

—The system of cross-subsidization of the uninsured in the United States
has been somewhat undone by the increase in price competition, placing
more stress on the publicly financed direct delivery system or safety net.

—Managed care—which is not the same as managed competition—
could in principle improve the quality of care, but most of the evidence to
date suggest that its effects on quality of care have been mixed and mostly
minimal.

—American consumers, judging by opinion polls, are profoundly
unhappy with the changes in their health care financing system. I interpret
this partly as a reaction to “paradise lost” and partly as a reaction to the per-
ceived loss of some control over the services patients receive. To provide
some perspective, however, Canadians, who have neither managed care nor
managed competition but have also experienced tighter budgets, have
comparable levels of unhappiness with their health care system. 

What Have Been the Changes? 

In the United States two principal changes in health care financing have
occurred in the past two decades. First, purchasers have become more sen-
sitive to the price of care. The typical private insurance plan of the 1950s
through the early 1980s was provided through the place of employment. It
was an indemnity plan, meaning that it reimbursed any medically neces-
sary service a physician ordered that was covered by the contract.1 Em-
ployees typically did not have a choice of insurance plans, although those
living on the West Coast and in a few other places sometimes could choose
a health maintenance organization (HMO). For the insured population
any rationing of services was accomplished by demand-side cost sharing,
meaning any deductibles and coinsurance specified in the policy. Physi-
cians tended to practice in small groups or alone and were paid a fee for ser-
vice, with fees above marginal cost, so there was generally a financial incen-
tive for them to do more. Experience rating prevailed among large and
midsize employers, meaning that the costs of services were passed on to the
employer, who in turn shifted them to other forms of employee compen-
sation, most notably cash wages. 

Importantly, price competition among insurance companies was over
the size of the loading, meaning the amount not paid out in claims by the
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insurer. There were some nonprice aspects of competition as well, such as
how fast claims were paid. But competition did not take place over the
amount paid out in medical benefits. In other words, the cost of the med-
ical services themselves, about 90 percent of the cost of a large-group insur-
ance policy, was not subject to standard market forces. After 1974 most
large and midsize employers began formally to self-insure, meaning that
the “insurer” was used for administrative services only—that is, to process
claims.2 In effect, the insurer wrote checks to medical providers on the
employer’s checkbook. This formalized the notion that the insurer took the
cost of the medical services themselves as a given, and that the insurer’s
function was simply to partially or fully reimburse the cost in a passive
fashion under all circumstances called for in the contract.

Insured patients could choose among almost all physicians, often by
law, and could be admitted to any hospital to which their physicians had
admitting privileges. Blue Cross and Blue Shield insurance plans paid
physicians through an agreed fee schedule, which was set at a high enough
level that virtually all physicians were happy to participate.3 Commercial
insurance, which had the other half of the private market, paid billed fees
up to a rather high limit, subject to any coinsurance in the policy. Medicare
was patterned on the Blue Cross and Blue Shield policies that were in place
at the time of its enactment in 1965. It too set fees at a high enough level
to ensure that almost all physicians would see Medicare patients. Medicaid
fee policies varied from state to state but typically paid fees that were well
below market, especially outside the southern states. As a result, many
physicians would not accept Medicaid patients or sometimes not accept
new Medicaid patients. Hospitals generally accepted both Medicare and
Medicaid patients.

Two principal changes have occurred in these financing arrangements.
First, indemnity insurance policies have in many cases been replaced by
managed care policies, which provide incentives to consumers to use cer-
tain physicians and to physicians to reduce or ration the quantity of ser-
vices. Managed care has spread rapidly: between 1987 and 1995 the per-
centage of the privately insured population in managed care increased by
about 50 percentage points.4 Likewise low-income women and children
on Medicaid, the former Aid to Families with Dependent Children
(AFDC) population, have been largely enrolled in managed care. Second,
price competition in the insurance market now takes place over both the
quantity and the price of the underlying medical services, as well as load-
ing charges. The two changes are linked because the advent of managed
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care, or health plans with limited networks and incentives for reductions in
the quantity of services, was a necessary precondition for price competition
among insurance plans over the entire premium, not just the loading or
retention by the insurer, as described in more detail below.

Price Competition in the Employer Market 

By 1997, 43 percent of health plan enrollees had a choice among one or
more competing health care plans at their place of work.5 About a third of
the time employers paid a lump-sum subsidy toward the premium, in
which case price competition among insurance plans is driven by the
choices of individual employees because they pay any incremental costs.6

Even where employees do not have a choice of plans, however, the decline
of indemnity insurance means that the price of the insurance plan, includ-
ing the cost of the covered medical services, is a factor in the employer’s
choice of a plan. 

Managed Care 

Managed care has brought competitive forces to medical care services
through several devices. First, freedom of choice of physicians has been
abandoned. Managed care plans offer their enrollees a choice among physi-
cian networks. The threat to exclude a physician or hospital from a network
means the plan can bargain for lower prices from physicians, hospitals, and
other providers. Indeed, some types of managed care plans, so-called pre-
ferred provider organizations (PPOs), largely confine themselves to this type
of discounting. Thus the unit price of services has been lowered.

Second, a reduction in the quantity of services has occurred in part
through price incentives on the demand (patient) side, but especially on
the provider (physician) side. Consider the patient side first. Although
most managed care plans require patient co-payments, they are modest if
services are received from a provider or physician in the plan’s network.7

Although co-payments may serve a modest rationing function, prices to
the consumer mainly serve the function of channeling patients toward the
plan’s network.

Unlike indemnity plans, most managed care plans offer some price
incentives to physicians to reduce the utilization of services. That is, plans
contract with physicians or physician groups in ways that delegate some
risk to the physicians. The risk that physician groups accept may be for cer-

  . 

02-0201-CH 2  8/15/02  5:16 PM  Page 38



tain services only, such as primary care physician services, or it may be for
all services. Even if it is for primary care services only, there may be finan-
cial incentives for reducing referrals to specialists or hospital use. Whereas
in the indemnity insurance world fees paid by insurers tended to be
marked up over cost, sometimes substantially, physicians who accept risk
now earn more by delivering fewer services.

Insurers have also intervened directly to reduce the quantity of services.
Although the insurance contract continues to state that insurance should
cover medically necessary services, this has been reinterpreted to mean that
the insurer can review the service, either before the fact or concurrently, in
order to “authorize” it. In other words, utilization review techniques have
employed command-and-control type methods to reduce the quantity of
medical services. In practice, however, services are rarely denied, and uti-
lization review techniques are now beginning to be abandoned in favor of
financial incentives.8

The Medicare program has largely remained in the earlier mode of
indemnity insurance, although 16 percent of its beneficiaries are now in
HMOs. It has, however, shifted its method of paying institutional pro-
viders away from its earlier use of cost reimbursement: in 1984 it intro-
duced the prospective payment system for inpatient hospital services, and
it is now in the process of introducing similar changes for skilled nursing
facilities, home health agencies, and hospital outpatient departments.
Under these methods of payment providers may be financially better off by
delivering fewer services.

Have There Been Savings from Managed Competition 
and Managed Care? 

A literature that goes back more than thirty years, including one well-
known randomized trial, the Rand Health Insurance Experiment, suggests
that health maintenance organizations can deliver medical care of equiva-
lent technical quality for less money.9 Establishing even this much, how-
ever, has been hampered by difficulties in controlling for potentially dif-
ferent health risks in HMOs and whatever comparison group is used
(selection), as well as difficulties in measuring cost, quality of care, and
health care outcomes. And even if one accepts that managed care or
HMOs save money, that is not the same as establishing the effect of
increased price competition. 
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To complicate the problem of establishing the effect of managed care,
old-style indemnity insurance is in the process of disappearing, except in
the Medicare program. Thus defining the comparison group against which
any savings should be measured has also become an important method-
ological issue. (For many reasons the Medicare group cannot be used.)10

Nonetheless, data of several sorts suggest that the savings from the upsurge
of managed care and increased price competition may have been on the
order of 10 to 15 percent.

Overall Managed Care and National Spending Trends 

A natural place to begin evaluating the effect of the managed care revolu-
tion on cost is with trends in medical spending. Figure 2-1 shows the
annual rate of increase in spending on medical care by decade since the
1940s. Except for the 1960s, which were the decade of large one-time
increases from the enactment of Medicare and Medicaid, spending
increases were in the 4 to 5 percent range in each decade except the 1990s.
Figure 2-2 shows the rate of annual increase in the 1990s. The period from
1993 to 1997 is anomalous in its low rate of spending increase; there is no
other five-year period like it in the post–World War II era. Specifically,
from 1940 to 1992 the average annual rate of increase in spending was
4.7 percent, whereas from 1993 to 1997 it was 2.1 percent, or 2.6 per-
centage points less. Compounded over five years, a 2.6 percentage point
annual savings is 13.7 percent.11 Although one hesitates to say that this
decrease in the growth of spending was entirely attributable to the spread
of managed care and managed competition, it is hard to identify any other
factor that might have been responsible.12

Spending Trends in the Far West 

A roughly similar number emerges from a comparison of spending in the
Far West region with spending in the remainder of the country in the
1980s. In 1983 California passed legislation permitting health plans to
contract only with certain providers. This so-called selective contracting
law made possible the rapid growth of managed care in California and
more generally in the Far West relative to the rest of the country in the
mid- and late 1980s. (California had 75 percent of the Far West population
in 1985.) I have data only on spending trends rather than managed care
enrollment trends, but they are striking.
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In 1980 the Far West region spent 12 percent more per capita on health
care than the national average, more than any other census region. In 1991
the region spent 1 percent less than the national average. Spending in other
regions relative to the national average was stable; that is, no other region
looked like the Far West. There appears to have been about a 13 percent
savings in the Far West, and again it is difficult to know to what to attribute
such findings other than the spread of price competition there.

Care of Heart Attacks in Massachusetts 

David Cutler, Mark McClellan, and I have compared the treatment and
price of heart attacks (acute myocardial infarctions) in the state of
Massachusetts among those enrolled in HMOs and in an indemnity insur-
ance plan.13 For this specific disease we found savings consistent with the
macro trends just cited. Moreover, these savings appeared to have no or
minimal consequences for outcomes. 

     

Figure 2-1. Real Increases in per Capita Medical Care Spending, 1940s–90s
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Sources: Joseph P. Newhouse, “Medical Care Costs: How Much Welfare Loss?” Journal of Economic
Perspectives, vol. 6, no. 3 (1992), pp. 3–21; Katherine Levit, Cathy Cowan, Helen Lazenby, and oth-
ers, “Health Spending in 1998: Signals of Change,” Health Affairs, vol. 19, no. 1 (2000), pp. 124–32.
Population from U.S. Bureau of the Census, Statistical Abstract of the United States (GPO). GDP defla-
tor used to convert to real spending. 
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Because we condition on the fact of a heart attack, our comparisons
should be little affected by the better (or worse) risks of those enrolled in
HMOs. The cost of treating a heart attack is dominated by its severity;
because severity cannot be predicted, the distribution of severity should be
similar in HMOs and indemnity plans.

We obtained complete claims data from one large employment group for
the period July 1993 to December 1995. This enabled us to compare the
treatment of 554 patients with heart attacks who had indemnity insurance
with 299 other heart attack patients who were enrolled in HMOs. In addi-
tion, we had inpatient treatment data on all patients with heart attacks in
Massachusetts hospitals. These two data sources yielded consistent findings.

Although there are a variety of treatments for a heart attack, we grouped
patients into four categories: those who were managed medically (that is,
with drugs) and who had no major procedure; those who had cardiac
catheterization but no other major procedure; those who had coronary

  . 

Figure 2-2. Annual Real Increases in per Capita Medical Care Spending,
1991–98
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Sources: Katherine Levit, Cathy Cowan, Helen Lazenby, and others, “Health Spending in 1998:
Signals of Change,” Health Affairs, vol. 19, no. 1 (2000), pp. 124–32. Population from U.S. Bureau of
the Census, Statistical Abstract of the United States (GPO). GDP deflator used to convert to real terms.
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artery bypass graft (CABG); and those who had percutaneous transluminal
coronary angioplasty (PTCA).14 Table 2-1 shows that the overall payment
for treating heart attacks was nearly 40 percent less among the HMO
patients and that this difference held for each of the four major treatment
options. Controls for covariates, such as age, sex, and whether the person
had a prior admission to the hospital, did not change these results.15

Table 2-2 shows that distribution of patients among the four types of treat-
ment that we defined was almost the same among HMO and indemnity
patients. Indeed, treatment was slightly more intensive among HMO
patients. Consistent with the lack of treatment differences, outcome dif-
ferences were small. Mortality (adjusted for age and sex) was 2 percent

     

Table 2-1. Reimbursement of Heart Attack Treatment Costs, 
by Insurance Type

Percutaneous
Coronary transluminal

artery coronary
Medical Cardiac bypass graft angioplasty

Insurance Average management catheterization (CABG) (PTCA)

Indemnity $38,502 $26,601 $38,848 $97,347 $41,597
HMO $23,632 $16,318 $17,604 $55,826 $24,181

(percent of (61%) (61%) (46%) (57%) (58%)
indemnity)

Source: David M. Cutler, Mark McClellan, and Joseph P. Newhouse, “How Does Managed Care Do
It?” Rand Journal of Economics, vol. 31, no. 3 (2000), pp. 526–48.

Table 2-2. Treatment of Heart Attacks, by Insurance Type
Percent

Coronary artery 
Medical Cardiac bypass graft Angioplasty

Insurance management catheterization (CABG) (PTCA)

Indemnity 63 9 12 16
HMO 55 12 14 9

Source: David M. Cutler, Mark McClellan, and Joseph P. Newhouse, “How Does Managed Care Do
It?” Rand Journal of Economics, vol. 31, no. 3 (2000), pp. 526–48. 
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lower among HMO patients, whereas readmissions were an insignificant 1
percent higher.16

Large real savings, probably with improved outcomes, have also been
achieved in the treatment of major depression, where inpatient treatment
has been sharply diminished.17 Using data from four large employers, Ernst
Berndt, Susan Busch, and Richard Frank compared the price of treatments
that followed guidelines for depression treatment. They found that be-
tween 1991 and 1995 prices paid to providers (unit prices) fell in real
terms, and the proportion of effective treatments being provided to
patients rose. This is likely attributable to the spread of managed behav-
ioral health care.

A crude calculation shows that if managed care saves on average 40 per-
cent for each disease, the savings in total national spending would be about
13 percent, similar to the values from the other two sources. The reason
that the 40 percent and 13 percent figures differ is that not everyone is in
managed care. As mentioned above, there was roughly a 50 percentage
point increase in private sector managed care enrollment from 1987 to
1995, as well as increases in Medicaid enrollment in managed care.18 I
assume that approximately two-thirds of spending on personal health care
that is not Medicare might have been affected by a 50 percentage point
increase in enrollment.19 Multiplying 40 percent by (0.50 x 2/3) yields
13 percent.

    . The Rand Experi-
ment is the one instance in which individuals were randomized to a well-
established health maintenance organization. The rate of hospitalization
for those who were randomized to the HMO was 39 percent lower than
for those who were randomized to an indemnity insurance plan.
Ambulatory use was similar. The imputed difference in spending, using
fee-for-service price weights for the observed utilization, was 25 percent.20

Because this value was calculated using the same prices for the two sys-
tems, it should be a lower bound on savings; in effect, no savings from
lower prices or the substitution of lower-level personnel such as physi-
cian’s assistants are incorporated.

The consistency of all of these numbers suggests to me that the savings
to date from managed care and the concomitant increase in price compe-
tition in the United States may have been on the order of 10 to 15 percent;
that is, spending currently is 10 to 15 percent lower than it otherwise
would have been.

  . 
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The Effects of Competition among Providers More Generally 

The premise of managed competition is that competition among both
health care providers and health plans is a good thing.21 In contrast, an ear-
lier literature held that it was a bad thing because it led to excess capacity
and possibly worse clinical results from excessively small volumes per
provider.22 In this earlier literature competition among hospitals was said to
be a “medical arms race” because each hospital competed through non-
price means to attract physicians who would admit patients, just as airlines
competed on a nonprice basis before airline fare deregulation.

In a groundbreaking study, Kessler and McClellan have shown that the
earlier literature was correct for the period it studied but that after 1990
hospital competition appears to have had salutary effects on both costs and
outcomes among elderly heart attack patients.23 Their study has several
methodological innovations, but essentially they estimate the likelihood
that a given Medicare heart attack patient will use a given hospital based on
the distance between that patient’s zip code of residence and the zip code
of the hospital. They thus generate an expected number of heart attack
patients at each hospital and from that derive an expected market share for
each hospital in each zip code. From this they compute the degree of com-
petition each hospital faces. Their data span the period from 1985 to 1994.

Consistent with the medical arms race hypothesis, they find that
before 1990 hospitals in the top quartile of competition had 2 percent
higher costs for treating heart attacks than hospitals in the bottom quar-
tile and insignificantly different one-year mortality rates. After 1990,
however, hospitals in the top quartile had 8 percent lower costs, and their
one-year mortality rate was also 1.5 percentage points (4.4 percent)
lower. In other words, after 1990 competition appeared to both lower
costs and improve clinical outcomes. These are striking findings, and
again it is hard to know to attribute them to anything other than in-
creased price competition among hospitals after managed care laid the
basis for such price competition. 

Kessler and McClellan find similar results for changes in hospitals’ com-
petitive positions. Hospitals whose markets become more competitive in
the 1985–88 period either do not show changes in costs or have higher
costs. Mortality rates show no evidence of change. By contrast, in the
1991–94 period hospitals whose markets become more competitive either
have lower costs or lower mortality or do not show evidence of change.24

     

02-0201-CH 2  8/15/02  5:16 PM  Page 45



How Long Will These Savings Continue? 

Many of the effects of managed care on costs should be one-time effects.
Prices can only be discounted by a finite amount before they fall below
costs. Length of stay can only be reduced by a certain degree without
endangering the patient’s health. Admissions and procedures can only be
limited to the point that serious adverse outcomes and malpractice suits are
not made more likely. Of course, these effects in reality play out over time
as managed care enrollment continues to increase and hospitals and physi-
cians adjust to it. A key question in projecting health care cost—as well as
the length of time for which the Medicare Part A trust fund will be sol-
vent—is how long the reduced rate of cost increase observed from 1993 to
1997 will continue.

The upsurge in costs for 1998 shown in figure 2-2, along with contin-
uing anecdotal reports of substantial increases in private insurance premi-
ums after 1998, suggest that we may have achieved most of the savings. If
so, future rates of increase may be more in line with historical rates, pro-
vided that we are willing to continue allocating an ever larger share of our
future (higher) income to medical care.

All the savings, however, may not be one-time-only. That is because the
prior indemnity insurance system essentially abolished the usual market
test of willingness to pay for a new innovation. In most other sectors of
the economy a new product succeeds if its combination of improved capa-
bilities and cost are deemed an improvement over existing products (the
defense sector in the early Cold War period may have been an exception).
In medical care, however, the presence of insurance that stood ready to
reimburse any legitimate (covered) treatment expense gave entrepreneurs
a very different incentive. In effect, the market test in medical care was
whether the expected outcome from using the new product was better
than that from using the old; the price of the new product was largely
irrelevant.

That is no longer the case. Consider, for example, the marketing of
pharmaceuticals.25 Virtually every managed care organization utilizes a for-
mulary with incentives to physicians, and patients use drugs that are on its
formulary. In many insurance plans, for example, consumers have smaller
co-payments if on-formulary drugs are used; in others, physicians may
have financial incentives to use on-formulary drugs. The formulary may
contain only a subset of drugs of a certain class, such as antihypertensives
or antidepressants. The drugs on the formulary are determined by a com-

  . 
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mittee from the insurance plan, generally made up of physicians, pharma-
cologists, and pharmacists, who consider the therapeutic advantages of the
drug as well as its cost. This is a very different situation from what obtained
in the indemnity insurance world, when drug companies’ marketing efforts
were focused on individual physicians (for example, the use of detail men).
In short, the demand curve facing pharmaceutical manufacturers has
almost certainly become more elastic, with the result that some drugs that
earlier would have recovered their development costs may no longer do so.
As a result, some drugs may no longer be developed. A similar story could
be told about medical devices.

Thus, whether the greater price sensitivity of the American market will
much affect the long-run rate of growth of medical costs is problematic.
Although it is widely known that the United States has the greatest
absolute spending on medical care, countries with very different financing
methods have had reasonably similar rates of (real) long-run medical cost
increases (see figure 2-3). This suggests to me that there has been an under-
lying willingness to pay for the technological advances that the medical
establishment has had on offer, which I believe have been a major driver of
the sustained cost increase shown in figure 2-1.26 In other words, even if
there is now a mechanism for taking cost into account when making deci-
sions on the adoption of medical advances, a mechanism that largely did
not exist in the American market in the four decades following World
War II, it may not much matter to cost growth: countries may just be will-
ing to pay the cost. If so, one would expect the increase in managed care to
exert only a modest effect on steady-state growth rates.

The Uninsured and the Safety Net 

The American financing system traditionally relied on direct public financ-
ing, as well as cross-subsidization, to finance care of the uninsured and the
underinsured. Cross-subsidies cannot survive with strong price competi-
tion, and the cross-subsidies to the uninsured are no exception.27 Gruber
found that increased price shopping for hospital care in California in the
1984–88 period resulted in a large fall in net private revenue and income
in the least concentrated (most competitive) markets and that care to the
uninsured fell sharply in those markets.28 Gruber estimates an elasticity of
uncompensated care with respect to net resources between 0.4 and 1.0.
Gruber did not examine changes in health outcomes, however. 
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Volpp found that the end of a regulated price system with cross-subsidies
in New Jersey appeared to raise mortality from acute myocardial infarction.
More important, almost all of the increase was among the uninsured. 

The reductions in cross-subsidies and uncompensated care in turn have
placed greater stress on the direct delivery or safety net system provided by
local public hospitals and health centers. To date the safety net system
appears to be coping, but it is under substantial stress.29

Another example of the end of the ability to cross-subsidize appears to
be the end of cost shifting in the Medicare program (see figure 2-4). After
the beginning of the prospective payment system in 1984, Medicare mar-
gins and private margins in hospitals had a negative correlation through
1998 (the R2 = 0.70).30 The data are consistent with the story that if
Medicare cut prices hospitals insisted on higher prices from private payers.
In 1998, however, both margins moved in the same direction for the first

  . 

Figure 2-3. Increases in Real per Person Health Care Costs
in the G-7 Countries, 1960–97
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Source: Gerald F. Anderson and Jean-Pierre Poullier, “Health Spending, Access and Outcomes:
Trends in Industrialized Countries,” Health Affairs, vol. 18, no. 3 (1999), p. 179. GDP deflator used
to convert to real costs.
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time since the enactment of the prospective payment system. Whether this
is a one-time anomaly remains to be seen.

What Has Been the Effect on Quality of Care? 

Numerous studies have now been done that compare quality of care and
clinical outcomes in managed care and indemnity insurance.31 Studies can
be found favoring both managed care and indemnity insurance, although
the dominant finding is that for the average person there is no effect. This
null result was the finding in the Rand Experiment as well.32 Conflicting
results across studies are not surprising, given that managed care is hardly
a uniform treatment and that studies often use one or a small number of
managed care plans. There are, however, a number of studies suggesting
that managed care may have adverse effects for the chronically ill in disad-
vantaged or elderly populations. 

The studies in the literature of patient satisfaction suggest that, on aver-
age, patients in managed care and indemnity insurance are about equally

     

Figure 2-4. Private Payer and Medicare Revenue as a Percentage
of Hospital Cost, 1980–98
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satisfied, with managed care having an advantage when it comes to finan-
cial matters and indemnity insurance with respect to nonfinancial matters.
This is not surprising either, given that the marginal enrollee should be
indifferent with respect to overall satisfaction conditional on any cost dif-
ferences.33 Consistent with this interpretation, in the Rand Experiment
those randomized to the HMO were less satisfied than those randomized
to an indemnity plan (with the same cost), but those who had self-selected
the HMO were as happy as those in the indemnity plan.

In principle, managed care could solve some quality problems. It could,
for example, offer incentives for physicians to adhere to clinical guidelines;
coordinate care for individuals seeing multiple physicians, thereby alleviat-
ing such problems as one physician prescribing in ignorance of what
another has prescribed; and follow up better after hospital discharge. In
practice, however, managed care has sometimes done little more than seek
price discounts. Nonetheless, by fostering more organization of the med-
ical care delivery system, managed care has at least laid the infrastructure
for initiatives to improve the quality of care.

So Why Is the Populace So Angry at Managed Care? 

Managed care is one of the least popular industries in America today; it
does manage to rank above the tobacco industry in public approbation, but
not many others (see table 2-3).34 If managed care is saving appreciable
money with little or no reduction in the quality of care, why is the public
so hostile? I speculate about several reasons:

—The cost savings are not widely appreciated. Employers almost invari-
ably pay a substantial fraction of health insurance premiums. I would guess
that only a handful of individuals, mainly those in the human resources
departments of corporations, know the total cost of either their managed
care health insurance or their old indemnity policies. Individuals know
what their out-of-pocket costs for health insurance are, but those may have
risen as employers shifted costs to employees. As a result, employers may be
paying less in health insurance premiums and more in cash wages, but the
somewhat larger cash wages may be lost in the noise of other factors affect-
ing wages and not be seen as an effect of managed care.

—In the indemnity insurance world fully insured patients and fee-for-
service physicians both had an interest in seeing that the patient received
almost all medically beneficial services; cost was not much of an object.

  . 
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Although out-of-pocket payments by consumers tend to be even lower in
managed care, physicians now have financial and nonfinancial incentives to
ration services. Indeed, a major raison d’être and potential value of man-
aged care is to reduce the use of low but positively valued services by
insured patients.35 As a result, patients, if they know what they want, may
be frustrated by physicians’ failure to deliver the service.

—Perhaps even more important, unlike in a standard market, con-
sumers have no financial way to express the intensity of their preferences.
In a standard market, if I value something at more than its cost, I will buy
it; otherwise I will not. If prices rise, almost by definition the goods and
services I forgo are those I value least. Managed care does not necessarily
work this way. If a physician determines that an expensive test is not worth
running, the patient, who may have been willing to pay the actuarial cost
of an insurance policy to cover the situation, may find himself or herself
without recourse. This is surely a major reason behind the political demand
for patient protection legislation. For both this and the prior reason, many
patients no doubt feel a loss of control, and they certainly do not trust
managed care companies to act in what they perceive to be their interests.
Physicians, who have to discount their fees and also often feel a loss of
control and professional autonomy, may encourage these views.

—Polling of the public by Robert Blendon and colleagues (1998) has
also demonstrated that media coverage affects public views. Specifically,

     

Table 2-3. Consumers’ Ratings of Service by Industry, 1998
Percent

Industry Good Bad

Computer software companies 78 7
Telephone companies 76 23
Pharmaceutical companies 73 23
Hospitals 73 23
Banks 72 26
Car manufacturers 69 25
Oil companies 64 26
Life insurance companies 48 47
Managed care companies 45 42
Tobacco companies 32 60

Source: Robert J. Blendon, Mollyann Brodie, John M. Benson, and others, “Understanding the
Managed Care Backlash,” Health Affairs, vol. 17, no. 4 (1998), pp. 80–94, from Harris poll.

02-0201-CH 2  8/15/02  5:16 PM  Page 51



although people report concern about whether they will be able to obtain
care if they need it, few of them have any personal experience. Blendon and
his colleagues suggest that well-publicized anecdotes—horror stories—
have contributed to public distrust.

To provide some perspective, however, public satisfaction with health
care in Canada has plummeted (see table 2-4). Whereas in 1988 satisfac-
tion with the Canadian system among Canadians was much higher than
satisfaction with the American system among Americans, a decade later
satisfaction in the two countries was similar—and both publics were highly
dissatisfied.36 What happened in the interim was that the Canadian federal
and provincial governments, in an austerity measure, reduced funding for
health services.37 The public noticed and reacted. Perhaps in an earlier time
there was a view in both countries that all beneficial medical services were
available to those who were insured, or at least to those insured in need, but
this no longer appears to be the case. Paradise, which was probably not sus-
tainable in either country, had been lost in both.

Notes

1. Some services, such as mental health care or drugs, may have been excluded con-
tractually. There were also minor exclusions for services deemed experimental.

2. This change came about because of the Employee Retirement Income Security Act
(ERISA), which exempted self-insured employers from state premium taxes and from state-
mandated benefits.
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percentages varied widely in local markets.

4. Jon Gabel, Steven Fink, and Gregory de Lissovoy, “Employer-Sponsored Health
Insurance in America,” Health Affairs, vol. 8, no. 2 (1989), pp. 116–28; and Gail A. Jensen,

  . 

Table 2-4. Trends in Satisfaction with the Health Care System, 
Canada and the United States, 1988–98
Percent of public saying only minor changes needed

Country 1988 1994 1998

Canada 56 29 20
United States 10 18 17

Source: Karen Donelan, Robert J. Blendon, Cathy Schoen, Karen Davis, and Katherine Binns, “The
Cost of Health System Change: Public Discontent in Five Nations,” Health Affairs, vol. 18, no. 3
(1999), pp. 206–16. 
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Government and Markets
in Transport: 
The U.S. Experience 
with Deregulation

3  . -
 . 

G,   all parts of the world and of all types,
have long had an intense interest in transportation markets. That tra-

dition lingers on, perhaps attenuated but nevertheless strong enough to
justify the observation that few other industries have markets and opera-
tions more involved, for better or worse, with government. Government
transport policy generally reflects the ruling consensus on national eco-
nomic policy, determined in turn by the current conventional economic
wisdom and political realities. The dominant ideology at the end of the
twentieth century was that, on efficiency grounds, governments should
intervene in markets as little as possible. Accordingly, governments around
the world were reducing their roles in transport. In Europe and the devel-
oping world, many governments have been privatizing the state-owned
enterprises that have historically provided their airline, railway, and other
transport services. In the United States, where private provision has been
the norm, government has been relaxing the regulatory controls on tariffs
and services that have long existed.

This chapter examines only the “regulatory half ” of this development,
studying the evolution of transport policy in the United States and the
recent U.S. experience with deregulating private railroads and airlines. In
general, deregulation has proven to be reasonably effective in improving
the performance of both industries. Nevertheless, some groups of railroad



03-0201-CH 3  8/15/02  5:17 PM  Page 56



shippers and airline passengers feel that they have not benefited much from
deregulation and are pressing government to intervene or even to reregu-
late. Moreover, waves of mergers have reduced the numbers of firms in
both industries, adding to popular concern about whether competition is
sufficient to be an effective substitute for regulation.

Though not explicitly evaluated in this chapter, similarly mixed but
generally favorable results would seem to characterize the experiences of
countries that privatized. In most of these countries, the relevant regulatory
issue was usually whether regulation should be instituted when privatiza-
tion occurred, so as to retain at least some government control. The emerg-
ing consensus about transport privatization seems to be that efficiency and
innovation are enhanced, although at some cost in transition traumas and
other negative externalities. Efficiency gains of 20 to 40 percent commonly
seem achievable by privatization, although there appear to be some notable
exceptions.1 Private firms also seem to have better records of product and
process innovation.

The Evolving Role of Government in Transport 

The intense and early government interest in transportation in the United
States reflected, to at least some extent, the pioneer role that railroads
played in the development of big business. Railroads were usually the first
nationally prominent big businesses to emerge from the industrial revolu-
tion.2 As such they were almost automatically candidates for envy, suspi-
cion, and government concern. The fact that almost “every ranking official
of the earliest transcontinental rail systems could be labeled a crook, as
most ultimately were,” added to the public interest and attention.3

Despite much overbuilding and redundancy in nineteenth-century rail-
roads, many railroad customers all over the world, but perhaps particularly
in North America, felt that they were effectively served by only one rail-
road, which took advantage of a monopoly position by charging unfairly
high tariffs. This is what economists call “natural monopoly,” or a situation
where the minimum efficient scale of plant is large relative to the size of the
market and no close or plausible substitutes exist for the product or service.
Nineteenth-century railroads seemed to fit this description fairly accu-
rately, particularly when serving thinly populated farm areas; in such cir-
cumstances, one single-tracked railroad with a few sidings and primitive
signaling might be more than enough to serve the available traffic. The fact
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that in the United States some railroads charged low rates or gave rebates
to highly competitive traffic in the industrial Northeast did little to im-
prove their acceptance by the public. Income transfers seemingly effectu-
ated via differential rail tariffs from small farmers to John D. Rockefeller or
Andrew Carnegie were not politically attractive.

A strong belief was also held that even though development of new
transport systems involved problems—ranging, as noted, from corruption
to politically objectionable income transfers—the problems were not as
great as the benefits. Building a transcontinental railroad, for example, was
widely regarded as essential to the United States’ realizing its “manifest des-
tiny . . . to overspread the continent allotted by Providence for the free
development of our yearly multiplying millions.”4 In short, great “external
benefits” flowed from building a transport system. These went well beyond
anything that might be realized by private developers capturing only pri-
vate market returns, thus “justifying” subsidization by governments. 

In the early nineteenth century, before the railroad, government inter-
vention, even in the United States, often took the form of government
ownership and control. Some of these interventions were financed by tolls;
some were not (and therefore, at least implicitly, were justified by benefi-
cial externalities beyond capture in the market). For example, New York
and several other states built barge canals. Many states and municipalities
built plank roads to connect up to or fill in missing links in plank road
arterials built by private investors. In short, by the time big business (as
represented by the railroads) first confronted big government, the United
States already had a well-established pattern of government involvement in
transport development and markets.

Regulatory Commissions 

Nevertheless, the railroad-government face-off in the last quarter of the
nineteenth century in the United States involved something quite new: the
creation in 1887 of a regulatory bureaucracy, the Interstate Commerce
Commission (ICC). The ICC’s role was to protect small shippers, partic-
ularly farmers, but not to the point of seriously inhibiting railroad devel-
opment. Coupled with this was a general desire to redistribute income
away from industrial to agrarian sectors and, in keeping with that, redis-
tribute income geographically from east to west. To accomplish these goals,
the ICC was given the authority to regulate virtually all aspects of rail man-
agement decisions on entry, mergers, routes, and tariffs. In essence, railroad
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management, as agents, had two principals to whom they had to answer:
their private stockholders and the government as represented by the ICC. 

The ICC had few immediate imitators elsewhere. Outside the United
States governments were usually much more directly responsible for trans-
port activities, managing them through ministries or government-owned
corporations or some combination of both. With direct government own-
ership or control, special regulatory commissions did not seem as necessary.
In the United States, however, the regulatory commission concept proved
popular. As shown in table 3-1, by the 1960s (probably the high-water
mark for U.S. regulatory commissions) regulatory commissions could be
found at many levels of government and applied to many different activi-
ties. Commissions and agencies were eventually established to regulate the
financial industry, food and drugs, safety, the environment, and other mat-
ters besides transportation and utilities.

The proliferation of regulatory activities in the United States carried the
commissions well beyond their original rationale of protecting consumers
from monopoly and effectuating income redistributions. For example,
trucks and buses were brought under ICC regulation in 1935 and barges
in 1940, as much for the purpose of establishing and protecting market
shares among the modes as for protecting consumers. 

     

Table 3-1. Regulatory Commissions for U.S. Transport and Utility
Industries in the 1960s

Commission (year established) Industries regulated

State
Public Utility Commissions (mostly Electricity, gas, telephone, water, railroads,

between 1907 and 1939) trucks, buses

Federal
Interstate Commerce Commission Railroads, trucks, buses (1935), and 

(1887) barges (1940)
Civil Aeronautics Board (1938) Airlines
Federal Maritime Commission (1936) Ocean shipping
Federal Communications Commission Telephones

(1934)
Federal Energy Regulatory Commission Electricity and gas (1938)

(1935)a

Source: Authors’ tabulations.
a. The Federal Power Commission was renamed the Federal Energy Regulatory Commission in 1971.
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Efficiency Considerations 

Notably lacking throughout the first thirty years or so of formal commis-
sion regulation in the United States was any apparent concern with effi-
ciency of operations. That oversight began to end with World War I, as
railroads increasingly found themselves overburdened, partly because of a
wartime surge in demand and possibly, too, because of the ostensible inept-
ness of wartime management under the temporary nationalization of the
industry. 

After World War I, national economic policy turned to “getting back to
normalcy,” in which normalcy meant rapid development of a consumer
society based on broad middle-class participation. This goal emphasized
growth and efficiency, and economic regulators reacted to those concerns.
Transport policy focused on the construction of new highways and ratio-
nalizing and improving the efficiency of rail operations. The ICC devel-
oped a master plan of rail mergers and consolidations aimed at lowering
railroad costs by eliminating excess capacity and extending the oversight
and role of the industry’s more competent managers, with prosperous rail-
roads asked to take over the unprofitable. Perhaps not too surprisingly, the
“rich” railroads did not volunteer for this duty easily and, for the most part,
fought off all suggestions that they do so.

Any concern with efficiency issues was aborted by the advent of the
Great Depression in the early 1930s. The major goal of economic policy
became finding ways to reduce unemployment and to alleviate associated
welfare problems. Broadly speaking, the ICC’s major initiatives during the
1930s are best described as “cartelizing” the industry, with the market
shares of the different modes stabilized at specified status quo ante levels.
Only very limited lip service was paid to the efficiency notion that these
market shares should be determined so that each mode did what it does
best—that is, most efficiently. 

This broad-based emphasis on stabilization of market share persisted
into the period after World War II. The basic goal of economic policy in
that period was to avoid any repetition of the stagnation and high unem-
ployment of the Great Depression. In such an environment a little ineffi-
ciency might even be welcome (because, ceteris paribus, it would expand
employment). A static cartel vision of the industry also helped maintain
the established pattern of subsidies and redistributions effectuated through
transport regulation. That, in turn, greatly simplified political problems for
the regulators.

  . -   . 
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In the 1960s and 1970s the full-employment consensus began to slowly
but surely disintegrate. The combination of Vietnam War spending and
OPEC oil embargoes rekindled anxieties about inflation. That, in turn,
led to reduced enthusiasm about adding or increasing employment regard-
less of the consequences. By the late 1970s, the search was for economic
policies that would improve efficiency and reduce inflationary pressures. As
this was happening, it was also becoming increasingly apparent that com-
mission-style regulation was itself a source of considerable inefficiency. 

Regulatory Problems 

Policy analysts came to appreciate the technical challenges of regulating. To
start, commissioners had to know what the costs of an efficient firm were
in order to set the appropriate prices. But in complex network industries
with ever-changing technologies and demand patterns, efficient costs and
prices were often difficult to determine.

Many regulatory commissions also seemed to lack the political will to
regulate well. Instead, they were allegedly “captured” by the firms they were
supposed to regulate or, if not by the firms themselves, then by a combi-
nation of the firms and their labor forces.5 Similarly, customer groups that
derived particular advantages from a set of regulatory arrangements often
became potent vested interests against change; benefits from regulatory
subsidies were usually highly concentrated on a subset of the customers
while the costs of creating those windfalls could be broadly and thinly
spread over the rest of the market. Because there are winners and losers in
almost any regulatory situation, regulators understandably often developed
a strong preference for stability or maintaining the status quo ante.6

A taste or preference for stability also had a strong tendency to stifle
innovation. Regulators often favored incumbent firms over new entrants or
challengers and maintained the status quo almost regardless of cost and for-
gone innovation. Furthermore, because only the cognoscenti or “insiders”
usually knew about possible innovations, regulation often seemed to have
a “what-they-don’t-know-won’t-hurt-them” aspect.

Finally, perhaps in many ways most tellingly, evidence mounted that reg-
ulation as conventionally practiced almost never provided incentives for
using the most productive practices. Commission regulation, with its
emphasis on targeting a specified rate of return on invested capital, com-
monly led to either an inefficient over- or under-investment in capital rela-
tive to other factors of production.7 This distortion occurred even without
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technological or other changes. It was “static” in character and difficult to
avoid, even under the best of circumstances.

Alternatives to Commission Regulation 

Rising political discontent with the inefficiency of transport provision,
whether public or private or whether regulated or unregulated, generated
a remarkable series of policy experiments with deregulation and privatiza-
tion starting in the late 1970s. Initially, these were mainly in the United
States, Britain, and a few developing countries, but they spread rapidly to
most other parts of the world. Outside the United States, these innovations
usually involved privatizing state-owned transportation companies. In the
United States and elsewhere where private transport firms had been the
norm or were being established, governments experimented with alterna-
tives to commission-style regulation.

The British, for example, developed “price-cap” regulation as an alter-
native to the cost-of-service and rate-of-return regulation typically prac-
ticed by commissions in the United States. Under the price-cap alternative,
regulators review tariffs only periodically (say, every three to five years) and
make adjustments between reviews using a formula that automatically
adjusts upward for inflation and downward for the estimated long-term
rate of productivity improvement in the industry. This scheme motivates
the regulated company to find ways to improve its efficiency because it can
keep as profits any savings in excess of the expected rate of productivity
improvement between review periods. In short, the idea is to deliberately
insert “regulatory lag” into the process. Of course, taken to an extreme—
say, a very long or infinite regulatory lag—private vendors would capture
all the gains from technological innovation; as a result, price-cap regulation
depends on the careful estimation of the formula’s parameters and the fre-
quency of reviews. Britain has applied price-cap regulation with at least a
modicum of success—but not without problems—to most of its newly
privatized utilities, and the concept is slowly spreading elsewhere.

Another alternative form of regulation, used extensively in developing
countries, has been regulation by contract or franchise. The idea is to dis-
pense with regulatory commissions altogether by awarding contracts of
limited duration to provide monopoly services. If the contracts are awarded
competitively to the bidder proposing the best price for a given service or
the best service for a given price, then consumers should feel comfortable
that they were receiving a fair deal. A government agency is still needed,
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but its role is largely limited to ensuring that the private firm complies
with the contract.

Obviously franchises have their own problems, such as determining the
appropriate length of a contract. Contracts that are too short limit the will-
ingness of bidders to commit resources and realize the scale or other
economies that might be available. Contracts that are too long are difficult
to fully specify in advance, increasing the need for arbitration and other
modes of adaptation.8 Nevertheless, franchising is an attractive alternative
in that it reduces the scope of the regulatory agency’s discretion and thereby
makes regulation less prone to errors or capture.

The most radical alternative, however, is to deregulate completely, as
the United States more or less did with all of its intercity modes of trans-
port, including airlines and railroads. Deregulation is best done with indus-
tries that are reasonably competitive, so that the need for regulation is less.
But few industries are perfectly competitive—there are almost always some
remaining elements or pockets of monopoly power. The U.S. experience
with railroads and airlines suggests that these elements can sometimes
threaten or undermine an otherwise successful policy.

Railroad Deregulation 

Pressures for railroad deregulation in the United States grew slowly. In the
1950s, railroad passenger and freight traffic fell dramatically from the
heights reached during World War II, and the railroads’ financial situation
deteriorated as well. Many factors contributed to the traffic and financial
decline, perhaps the most obvious being the steady improvements to the
U.S. highway and aviation systems during the postwar period. The rail-
roads increasingly came to view regulation as an impediment to their
efforts to adapt to their new environment. 

Importantly, the ICC resisted railroad efforts to innovate in freight ser-
vices, most famously in 1961 when the Southern Railway attempted to in-
troduce modern 100-ton hopper cars so that it could offer lower rates and
recapture bulk commodity traffic it had lost to barges and trucks. Respond-
ing to complaints from barge operators and from other railroads that did
not have the new equipment (or the heavier welded rail that made heavier
wheel loadings possible), the ICC disapproved the proposed rates. It even-
tually took a three-year legal battle, including an appeal to the Supreme
Court, before Southern Railway forced the ICC to relent.9 Even before the

     

03-0201-CH 3  8/15/02  5:17 PM  Page 63



Southern Railway battle, some academic economists had begun to argue
that the ICC was forcing railroads to charge too much for freight and
encouraging excessive diversion of traffic to trucks.10

The case for deregulation became more dramatic and compelling, how-
ever, when major eastern railroads started to go bankrupt. The failure of
the New York, New Haven & Hartford in 1959 finally convinced Congress
to pass legislation stripping state Public Utility Commissions (PUCs) of
their power to force interstate railroads to continue to provide unprofitable
commuter services. In 1970, Congress relieved the railroads of their obli-
gations to provide intercity passenger service as well and created a govern-
ment corporation, Amtrak, to take over that responsibility. But it took the
bankruptcy of the Penn Central Railroad later that year to begin an earnest
effort to limit the ICC’s powers. The Penn Central had been formed only
two years earlier when the two largest eastern railroads, the Pennsylvania
and the New York Central, merged in the hope that together they could
cut costs by eliminating duplicate facilities. Penn Central was so important
to the economy of the Northeast that the federal government thought it
wise to take over the collapsed carrier and keep it operating, at least tem-
porarily, as part of a public corporation called the Consolidated Rail Cor-
poration (Conrail). Congress was anxious that it not be forced to take over
other carriers as well, and the search for measures that would improve the
industry’s profitability began in earnest. By that time, both academic stud-
ies and practical experience strongly suggested that the industry would
have little chance of recovery unless regulatory restraints were loosened.

The Replacement of Government Regulation with Private Contracts 

Congress limited some of the ICC’s powers in 1976, but the key reforms
were passed in 1980. The central innovations were to make contracts
between railroads and shippers legal, exempt from ICC regulation, and
confidential. Part of the motive was to give railroads more pricing flexibil-
ity. Contracts were also intended to reduce the potential for monopoly
abuse and particularly the problem of “captive” shippers. A shipper can be
captive to a railroad if the shipper invests in a valuable and immobile facil-
ity, such as a mine, power plant, or grain elevator, served by only that rail-
road and if there is no competition from other modes of transportation or
from other products or locations. Similarly, a railroad can be captive to a
shipper if the railroad invests in improving a line that is primarily needed
for that shipper’s traffic. Before deregulation, the ICC protected the ship-
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per from opportunistic behavior by the railroad and vice versa. But after
deregulation in 1980, long-term contracts were to protect them, just as
they protected mutually interdependent investors in other types of fixed
and specialized assets in a capitalist economy. Neither the shipper nor the
railroad would be captive until it made its investments, and neither one
would be likely to invest unless it could first agree on a long-term contract
governing tariffs and services.

ICC review of rates was retained as a safety valve and to aid in the tran-
sition to the new contractual system, since initially there would be shippers
and railroads with investments that were vulnerable but not protected by
contracts. ICC intervention was limited in three ways, however. First, the
agency could review a rate only if it exceeded 180 percent of a railroad’s
variable costs; rates below that threshold were presumed to be reasonable.
Second, the ICC had to determine that the railroad had “dominance” over
the shipper, or in the industry’s parlance, that the shipper was captive.
Finally, the ICC had to determine each year whether the railroads were
making adequate returns and take their financial needs into consideration.
If a railroad’s returns were inadequate, the ICC would presumably allow it
to charge higher rates.

In 1995, Congress replaced the ICC with a new Surface Transportation
Board (STB), but this was largely a symbolic gesture. The STB was housed
administratively in the U.S. Department of Transportation, but otherwise
the board members enjoyed the same protections for independent deci-
sionmaking that the old ICC commissioners had. The STB also retained
the ICC’s powers to approve entry, exit, and mergers, to calculate whether
railroads were earning an adequate return, and to review tariffs that
exceeded the 180 percent threshold.

Changes in Average Tariffs, Traffic, and Profitability 

Deregulation brought about a remarkable improvement in the perfor-
mance of the U.S. railroads that exceeded the expectations of most advo-
cates. Between 1980 and 1997 average freight rates per ton-mile fell by
44 percent and total ton-miles carried increased by 55 percent, reversing
decades of decline (see table 3-2). The railroads were also able to recapture
some traffic from trucks, as indicated by the 196 percent increase in con-
tainers and trailers loaded. Profits increased despite the reduced tariffs,
largely because the railroads managed to increase their average length of
haul, cut back on underutilized track, and improve labor productivity. The
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Table 3-2. Performance of the U.S. Railroad Industry, 1950–99

Rail rates 
per ton- Containers
mile in and Average Ton-miles
constant Ton-miles trailers haul-of-way Miles per

1999 carried carried length of right- employee-
Year dollars (billions) (thousands) (miles) of-way hour

1950 n.a. 597 n.a. 454 223,779 n.a.

1960 5.57 579 n.a. 489 217,552 n.a.

1970 4.84 771 2,363 546 206,265 605

1980 4.34 932 3,059 587 179,000 863

1981 4.40 924 3,151 597 168,000 906

1982 4.27 810 3,397 600 163,897 927

1983 4.08 841 4,090 611 160,555 1,072

1984 3.96 935 4,566 614 156,558 1,167

1985 3.86 895 4,591 617 153,052 1,196

1986 3.76 889 4,997 613 152,666 1,302

1987 3.44 972 5,504 630 152,173 1,531

1988 3.35 1,028 5,780 633 147,833 1,683

1989 3.13 1,070 5,987 650 148,069 1,776

1990 2.97 1,091 6,207 628 145,979 1,901

1991 2.83 1,100 6,246 637 143,783 2,020

1992 2.79 1,138 6,628 634 141,064 2,176

1993 2.69 1,183 7,157 655 139,667 2,280

1994 2.64 1,275 8,128 670 137,973 2,509

1995 2.50 1,375 8,073 720 136,642 2,746

1996 2.38 1,426 8,154 722 136,115 2,965

1997 2.42 1,421 8,696 721 133,361 2,973

1998 2.38 1,442 n.a. 706 131,810 n.a.

1999 2.28 1,449 n.a. 712 122,027 n.a.

Percentage –44.5 +55.5 +184.3 +21.3 –31.8 +244.5
change (to 1997) (to 1997)
1980–99

Source: Rates and ton-miles from Transportation in America 2000, with Historical Compendium
1939–1999, 18th ed. (Washington: Eno Foundation, 2001). Traffic, length of haul, track, and em-
ployee productivity from Association of American Railroads, Railroad Facts, 2000 edition (Washington:
2000).

n.a. Not available.
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railroads’ average return on equity increased from less than 3 percent in the
years 1971–80, to 5.3 percent in 1980–89, and to 10.7 percent in
1989–97.11 According to the STB’s calculations, rates of return were still
short of those adequate to attract capital, although skeptics noted that the
railroads seemed to be investing and that their share prices were rising
faster than many stock market averages.12

Exactly how much credit deregulation should be given for the turn-
around in the railroad industry is, of course, hard to tell. All things being
equal, the growth in the economy during this period, for example, should
have resulted in an increase in freight traffic. But the economy had grown
in the 1950s and 1960s as well, and rail traffic had fallen then. Most
observers believe that deregulation played a major role in the turnaround,
if only because trends changed so dramatically once the industry was
deregulated.

By the end of the 1990s, however, deregulation was being criticized for
not providing enough protection to captive shippers. Although rates had
gone down on average, not all shippers had benefited equally, and some
were pressing Congress to strengthen the STB’s powers to control rates,
effectively reintroducing regulation. These complaints gained added
impetus because of the consolidation of the industry into four very large
railroads.

Railroad Mergers 

From a public policy perspective, mergers involve a balancing of potential
benefits and costs. A merger can allow the industry to cut costs and
improve service, but it can also reduce competition and allow the industry
to charge higher prices. The most desirable mergers are those that offer
strong prospects for cost cutting and service improvements and minimal
risks of reduced competition.

Transport economists distinguish mergers of carriers whose routes con-
nect end-to-end from mergers of carriers whose routes are parallel. End-to-
end mergers are deemed desirable because they usually increase benefits
and reduce costs. End-to-end mergers should not reduce the number of
carriers a shipper can choose from, as long as rail portals (interchange
points) remain open. Moreover, end-to-end mergers can produce impor-
tant cost savings and service improvements if there is a large volume of
through traffic. Transferring a car from one railroad to another typically
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adds a day to the journey and is a major source of unreliability. Railroads
with high volumes of interchange traffic can coordinate their schedules
and take other steps to make transfers easier, but, as one railroad CEO
explained, “there is nothing that is a substitute for one philosophy of man-
agement, one agenda, one operating plan, and a single implementation
effort.”13

Parallel mergers can generate substantial savings by eliminating dupli-
cate lines and facilities. For example, the merged railroad can pick the most
level and direct route between two points and concentrate enough traffic
on it to justify improvements and exploit economies of traffic density. But
parallel mergers also eliminate shipper choices and thus raise competitive
concerns.

In the twenty years leading up to deregulation, mergers diminished the
number of class I railroads from around seventy to around forty. (The defi-
nition of class I railroads has changed over the years, but generally the cat-
egory includes all but the smallest short-line or local railroads.) Most of the
mergers were parallel, like the one that formed the Penn Central, and were
motivated primarily by the desire to cut costs. There was relatively little
concern about the risk of increased market power at the time, however,
because the ICC still tightly controlled railroad tariffs and because policy-
makers were more preoccupied with preventing bankruptcies than with
the risk of monopoly.

After deregulation there were two waves of mergers. Most of these com-
bined end-to-end and parallel elements, with the mixture varying from
one merger to the next. The first wave occurred in the early 1980s and, for
the most part, was approved enthusiastically by the ICC,14 although it drew
complaints from some shippers and helped prompt an effort to persuade
Congress to reimpose regulation in 1986. The second wave occurred in the
1990s and generated more controversy because it resulted in the formation
of four enormous railroads that together accounted for approximately
85 percent of all rail freight revenues in the United States.15 Two of the rail-
roads were located west of the Mississippi River and two were to the east.
In the West, the Burlington Northern–Santa Fe (BNSF) was created when
those two railroads merged in 1995. The Union Pacific (UP) responded in
1996 by absorbing the last remaining large railroad in the West: the
Southern Pacific. In the East, there had been three large railroads until
1996, when the Norfolk-Southern (NS) and the CSX agreed to divide up
Conrail, which by then had become profitable and was once again in pri-
vate hands.
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At the end of the 1990s, the industry seemed to be on the threshold of
a third merger wave that would leave the country with two transcontinen-
tal railroads. The expectation was that the western and eastern railroads
would pair up, perhaps as soon as NS and CSX had finished absorbing
Conrail. But in January 2000 the BNSF expanded the possibilities by
announcing its intention to merge with Canadian National (CN), one of
Canada’s two transcontinental railroads.

The Effectiveness of Contracts 

Contracts seem to have been reasonably effective in protecting captive
shippers from monopoly abuse even as rail transport became an increas-
ingly concentrated industry. In 1998, when there were only four major
railroads, Curtis Grimm and Clifford Winston estimated that only about
20 percent of all rail freight traffic met the STB’s definition of captivity.16

Most of the captive traffic was in coal, grains, and chemicals.17

The percentage of captive shippers would have been higher if the STB
had not insisted on track rights as a condition for approving many of the
mergers of the 1990s. In the BNSF merger, for example, UP was granted
rights to use BNSF track in Kansas and Nebraska so that grain shippers in
those states who had been served by both the Burlington Northern and the
Santa Fe would still have a choice between two carriers. Similarly, when UP
merged with Southern Pacific the STB required UP to grant BNSF track
rights to the points that had been served by both UP and Southern Pacific.
The division of Conrail between NS and CSX involved extensive track
rights as well.18 Moreover, the percentage of shippers served by only one
railroad should not be affected significantly if future mergers create two
transcontinental railroads because the transcontinental mergers would be
almost purely end-to-end.19

Even where a shipper is served by only one railroad, competition from
other modes, locations, or products is reasonably common. Trucks can be
an effective alternative for containers and high-value, time-sensitive com-
modities, and barges are useful for bulk shippers located on a waterway.
And many shippers, such as coal mines or chemical plants, face such strong
competition from other plants and locations that the railroads cannot raise
their rates too high without losing the shipment. For some large shippers,
the “competition” may be internal to the company. A large chemical or
auto company may have plants in several states and the option of shifting
production from one site to another depending upon relative freight rates. 
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Captive shippers have two routes of relief: one private and contractual
and the other public and regulatory. Most captive shippers rely on the con-
tractual approach: 94 percent of the traffic classified by Grimm and
Winston as captive moved under contracts. The contracts in their sample
averaged two and one-half years, although some were for as long as ten
years. But surprisingly, much of the traffic that is not captive moves under
contract rates as well. Indeed, over 70 percent of all rail traffic moved under
contract rates in the late 1990s.20

Contracts have proven attractive to noncaptive as well as captive ship-
pers because they generate new opportunities for cost savings and service
improvements. Negotiating the contractual arrangements between them-
selves, without interference or intervention by regulatory authorities, ship-
pers and their railroads often identify and exploit efficiency opportunities
that are not easily achievable by a regulatory agency. Shippers and the rail-
road can negotiate trade-offs at many different margins, such as volumes
generated, volumes guaranteed, seasonal patterns of shipment, need for
and availability of rolling stock, speed of delivery, and reliability of deliv-
ery. Indeed, these kinds of individually tailored adjustments and cost sav-
ings probably contributed importantly to the reduction in average railroad
unit costs and rates since deregulation. By contrast, under regulation,
equity, transparency, and other considerations often require that roughly
similar rates be charged for apparently similar activities; this is more easily
done by homogenizing the product or service than by allowing individual
adaptations through negotiated contracts.

The alternative to a contract is for the captive shipper to appeal to the
STB. The STB can decide if a tariff is roughly fair or not, usually compro-
mising between the two final offers made by the parties involved. Clearly
the scope, if not the possibility, of negotiating the various marginal valua-
tions and costs of different service characteristics is greatly complicated,
perhaps even foreclosed, with regulation. A “regulatory contract,” often
less than freely entered into by the participants, is also likely to be more dif-
ficult to enforce, certainly as contrasted with a contract derived through
bilateral negotiations of the two parties involved. As a consequence, a reg-
ulatory solution may be less favorable to all concerned.

In fact, captive shippers operating under a contract may not be as inter-
ested in using the regulatory option to obtain a rate as they are in strength-
ening their negotiating position when their contracts come up for renewal.
In effect, the threat to exploit regulatory relief becomes to the captive ship-
per what competitive relief is to the noncaptive shipper. In the long run,
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however, the best negotiating threat for the captive shipper is to cease oper-
ations at the captive site unless treated fairly enough so that it can be com-
petitive with noncaptive shippers.

As a group, captive shippers appear to be better protected under deregu-
lation than they were before, although perhaps not as well as they would be
if they were not captive. On the basis of their 1998 sample, Grimm and
Winston estimate that rail rates were 21 percent higher for captive than for
noncaptive shippers, controlling for such factors as commodity type,
length of haul, shipment volume, and corridor.21 To put this in perspective,
average rail rates fell by 44 percent between 1980 and 1997. Even allowing
for the fact that the 44 percent figure is not adjusted for commodity mix
and length of haul, the typical captive shipper probably paid less in 1998
than he would have under the old system of ICC regulation, although per-
haps not as much less as his noncaptive peers.

Despite this favorable record, however, at least two problems persisted.
The first was that small captive shippers were probably less well protected
than large captive shippers, largely because the transaction costs of pursu-
ing either contract or regulatory relief were relatively high for them. The
second problem was that captive shippers were less and less impressed with
comparisons to the regulatory regimes of twenty years earlier. The fact that
captive shippers were paying more than their noncaptive colleagues seemed
far more salient than the fact that they were paying less than they would
have under the old regulatory regime. 

By the end of the 1990s, complaints about captive shippers were becom-
ing a rallying cry for efforts to reimpose regulation. Consumers United for
Rail Equity (CURE), a group backed by coal and electric utility interests,
was lobbying Congress for more protection for captive shippers. The
Alliance for Rail Competition (ARC), which represented agricultural,
manufacturing, chemical, and other trade associations, was lobbying not
just for pricing constraints but also for the more radical idea of forcing the
railroads to provide open access to all of their tracks. Open access would
likely require some form of regulation, particularly to protect the rights of
the remaining small railroads or of shippers who wanted to operate their
own trains.22

The STB responded to shipper pressures in December 1999, when it
simplified the test of whether a shipper was captive by eliminating the rail-
road’s defense that there could be competition from other products or loca-
tions. From then on a shipper would be presumed captive if it did not have
a choice of railroads and if there were no barge or truck alternatives. In
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March 2000, shortly after BNSF announced its intention to merge with
Canadian National, the STB also announced a fifteen-month moratorium
on all merger approvals while it studied the future of the industry.

In October 2000, the STB went further by proposing new guidelines for
the review of future mergers. In the past the STB had required merger
applicants to “cure” specific reductions in competition that a merger might
bring. If the merger reduced the number of railroads serving a point from
two to one, for example, the STB would typically expect the applicants to
grant track rights to a third railroad so that shippers at the location would
still have a choice of two independent railroads. Under the proposed guide-
lines, applicants would have to demonstrate that the proposed merger
would “enhance” competition, presumably by granting rights to points
that were not affected by the merger. Shippers applauded the proposal, but
the railroads feared that the effect would be to encourage rent-seeking
behavior on the part of the shippers and to reintroduce regulation in the
form of controls over the prices that railroads could charge for access to
their tracks.

The problem of small captive shippers is less serious than it was
100 years ago, when the ICC was first formed, and probably can be
addressed by other means. Far fewer small shippers use railroads today;
trucks have captured almost all of the merchandise that is not shipped in
bulk. Even for bulk commodities, trucks are often competitive for smaller
shipments moving short distances. In addition, small shippers sometimes
can and do join associations or cooperatives in order to increase their bar-
gaining power with railroads. Freight forwarders or consolidators might
also serve that purpose. Finally, the STB might reduce the transactions
costs of the current system by creating an office to assist small shippers in
their appeals. Such an office would seem a more sensible and measured
response than arbitrarily eliminating one of the three criteria established for
defining shippers as captive.

Airline Deregulation 

The airline industry had not been declining under regulation, and thus
most of the early criticism of the Civil Aeronautics Board (CAB) came
from the academic community rather than the industry. By the 1960s,
scholars were arguing that the CAB was excessively concerned with ensur-
ing that the industry was financially strong enough to buy the most mod-
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ern planes and to extend service to small communities.23 The CAB
awarded a disproportionate share of the more lucrative new routes to the
financially weaker carriers, a strategy that was designed to prevent bank-
ruptcies but that also seemed to reward poor management and create inef-
ficient route networks. Fares were thought to be too high, as evidenced by
the fact that the intrastate airlines, which were not under the CAB’s con-
trol, charged less than those that provided interstate service.24 High fares
often resulted in wasteful service rather than large airline profits, moreover,
because airlines on routes served by multiple carriers often competed for
passengers by offering in-flight amenities—such as fancy meals and even
piano bars—that passengers did not value much.25

By the 1970s a few airlines began to feel that the CAB’s tight controls
over routes and fares hampered the ability of the industry to respond to
economic problems and opportunities.26 The CAB set fares using a cost-
based formula called the “standard industry fare level,” or SIFL. Discounts
off the SIFL were sometimes allowed, but only with restrictions such as
advance purchase and Saturday-night stays. Because fuel is a large airline
expense, the energy crisis of the early 1970s greatly increased airline costs,
and it also contributed to a worldwide recession that cut airline traffic. The
airlines were left with serious excess capacity, and some companies wished
they had more flexibility to respond with pricing and other strategies.

Airline deregulation began in 1976, when a forward-looking CAB
chairman, John Robson, began to relax controls over fares and routes. The
big changes came after 1978, under chairman Alfred Kahn, when Congress
passed a law immediately eliminating most controls and phasing out the
CAB. In 1984 the CAB was closed and the U.S. Department of Trans-
portation assumed the CAB’s few remaining functions, most notably its
authority to review mergers and other inter-airline agreements and to nego-
tiate international aviation treaties. The regulation of airline safety was not
affected by the reforms and remained the responsibility of the Federal
Aviation Administration, a separate agency within the U.S. Department of
Transportation.

The architects of airline deregulation did not conceive of much need for
promoting private contracts or providing some residual form of tariff reg-
ulation, as in the railroad industry. Most observers thought the industry
had characteristics that would ensure intense competition.27 The automo-
bile had long been a fairly effective competitor on short routes. The
economies of flying larger aircraft were not so great that most busy routes
could not support multiple departures by reasonable size planes. Finally, on
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routes where autos were not effective competition and that were served by
only one airline, the mere threat of entry by another airline might be suf-
ficient to make the incumbent show restraint. Airline routes were often
cited as an example of a “contestable” market in that most airline assets
were highly mobile and could be redeployed quickly from one market to
another.28 If the sole carrier serving a route raised its fares significantly
above costs, it was likely to soon be joined by a competitor.

Changes in Traffic, Average Fares, Service Quality, and Profitability 

The overall performance of the airline industry improved significantly with
deregulation, although not to the same extent as the performance of the
railroad industry. Airline travel had grown rapidly in the two decades
before deregulation, in part because of the widespread introduction of jets
in the 1960s and wide-bodied aircraft in the 1970s. Travel continued to
grow rapidly after deregulation, and by 1999 U.S. airlines were carrying
more than twice as many passengers as they had in 1978 (see table 3-3).

The growth in passenger traffic was not surprising because, over the
same years, average fares declined by more than 50 percent (see table 3-3).
Just how much of the fare decline was attributable to deregulation and
how much would have occurred anyway owing to technological and other
improvements is not obvious. The best available estimates are by Steven
Morrison and Clifford Winston, who compare the average fares with the
likely regulated fares calculated by applying an updated version of the
CAB’s old SIFL formula.29 They estimate that the average fare savings
climbed from 16 percent in the first year of deregulation to 31 percent in
1982 and have hovered around 25 percent since then (see figure 3-1).

Service quality increased as well, although not by all measures. Planes
became more crowded as airlines reduced the cost per passenger in part by
filling more seats. Load factors (the industry’s term for the percentage of
seats occupied) increased from the high 50s typical during the years of CAB
regulation to the mid-60s and low 70s in the years after (see table 3-3).
Flight times increased slightly owing to growing congestion at the nation’s
airports and airways. Passengers were also more likely to have to connect
flights to complete their trips, as the airlines began to rely on hub-and-spoke
route networks. People traveling on discounted fares often had to put up
with the inconvenience of fare restrictions, such as advance purchase, can-
cellation penalties, and Saturday-night stays. And some small communities
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Table 3-3. Performance of the U.S. Airline Industry, 1950–99

Passenger Revenue per Estimated
Passengers miles passenger Average Load return on 
enplaned carried mile (in trip length factor investment

Year (millions) (billions) 1999 cents) (miles) (percent) (percent)

1950 19.2 10.2 47.5 431 60.8 n.a.

1960 57.9 38.9 36.8 671 59.3 3.3

1970 169.9 131.7 24.7 775 49.6 1.5

1975 205.1 162.8 23.4 794 53.7 2.5

1978 274.7 226.8 21.1 825 61.5 13.0

1979 316.7 262.0 19.9 827 63.0 7.0

1980 296.9 255.2 22.2 860 59.0 5.8

1981 286.0 248.9 22.5 870 58.6 5.3

1982 294.1 259.6 20.3 883 59.0 2.7

1983 318.6 281.8 19.4 885 60.6 5.9

1984 344.7 305.1 19.4 885 59.2 10.0

1985 382.0 336.4 18.1 881 61.4 10.0

1986 418.9 366.5 16.6 875 60.3 5.0

1987 447.7 404.5 16.3 903 62.3 7.2

1988 454.6 423.3 16.0 931 63.0 11.0

1989 453.7 432.7 15.8 954 63.2 6.3

1990 465.6 457.9 15.7 984 62.4 -6.0

1991 452.3 448.0 15.1 990 63.0 -0.5

1992 475.1 478.6 14.4 1007 64.0 -9.3

1993 488.5 489.7 14.7 1002 64.0 -0.4

1994 528.8 519.2 13.7 982 66.2 5.3

1995 547.8 540.4 14.1 987 67.0 12.0

1996 581.2 578.7 13.8 996 69.3 12.0

1997 599.1 605.6 13.6 1,011 70.3 15.0

1998 612.9 618.1 13.4 1,008 70.7 12.0

1999 635.4 651.6 12.9 1,025 71.0 11.5

Percentage +131 +187 –39 +24 +15 –12
change, 
1978–99

Source: Air Transport Association, Air Transport: The Annual Report of the Scheduled U.S. Airline
Industry, various editions (Washington).
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saw their jet service replaced with smaller, slower, and noisier turboprops.
These service quality reductions were offset, at least in part, by quality
increases. The frequency of service between city pairs increased significantly,
which was of particular benefit to business travelers with busy schedules.
Although there were more connections, most of them were on the same air-
line rather than between airlines, so that the connections were tighter and
anxieties about making them lower. Small communities may have lost jet
services, but their prop replacements flew more often and at more conve-
nient times.

As a whole, travelers appear to be substantially better off. Morrison and
Winston estimate that the flying public gained $18.4 billion from airline
deregulation in 1993. Of this, $12.4 billion was due to the savings in lower
fares and the remaining $6.0 billion to benefits from higher service quality.
In the case of service quality, they argue that the values travelers placed on
added frequencies and on-line connections far outweighed the losses suf-
fered from higher load factors, fare restrictions, and added connections.30

Whether the airline companies were better off or not is a little more dif-
ficult to determine. The industry’s profitability has always been highly
cyclical because both business and pleasure traffic are very sensitive to the
ups and downs of the overall economy. Initially the industry was concerned
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Figure 3-1. Percentage Reduction in Average Airline Fares 
due to Deregulation, 1978–98
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Source: Steven A. Morrison and Clifford Winston, “The Remaining Role for Government Policy in
the Deregulated Airline Industry,” in Sam Peltzman and Clifford Winston, eds., Deregulation of
Network Industries: What’s Next? (Brookings, 2000), p. 2.
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that postderegulation profits might prove too modest to attract investment,
particularly after returns on airline equity hit a record low during the reces-
sion of the early 1980s. By the late 1990s, however, this concern seemed to
be put to rest as airline profits reached record highs by most measures.31

As in the case of the railroads, the generally happy story hid some prob-
lems. Although the average traveler was better off, some consumer groups
did not feel they had benefited, particularly business travelers and travelers
who resided in a dozen cities where most air service was provided by a sin-
gle carrier. These concerns were heightened by increasing concentration in
the industry.

Another stakeholder group that experienced mixed results under dereg-
ulation was labor. Organized labor on the whole was probably adversely
affected. Opportunities to capture “rents” on monopoly activities protected
or created by regulation were severely curtailed. Deregulation, and the
attendant need to be efficient in the face of new competition, became the
excuse or occasion for eliminating many featherbedding or make-work
practices. To some considerable extent, however, the impact of these
adverse developments was mitigated by various buy-out, grandfathering,
and two-tier arrangements that protected the incumbent unionized labor
force. For labor as a whole, as distinguished from organized labor, the
probability of lower average wages was substantially, and possibly totally,
offset by the prospect of greater growth and employment in this tradition-
ally high-wage industry. 

Changes in Airline Industry Structure 

The airline industry can be divided into two groups: the “old guard” of
major carriers that existed before deregulation and the new airlines that
have entered the business since deregulation. Immediately after deregula-
tion the old guard was largely preoccupied with developing hub-and-spoke
route networks, and some smaller carriers disappeared quietly in the
process.32 A wave of important mergers also occurred later, in the mid-
1980s, heavily motivated by the desire of carriers to develop stronger hubs
or a more comprehensive national network.33 At the end of the decade,
other carriers were eliminated by bankruptcy, most notably Eastern and
Pan Am (both in 1990).34 By the end of the 1990s the old guard had been
reduced to seven important airlines plus a handful of minor players. Of the
seven, three (United, American, and Delta) were very large, and four
(Northwest, Continental, US Airways, and TWA) were somewhat smaller
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but still national in scope and with important international routes.35 In
May 2000, United announced its intention to take over US Airways but
abandoned the effort a year later because of the skepticism of antitrust
authorities. Had the merger gone through, it probably would have pro-
voked the remaining five large carriers to consolidate into two, leaving the
country with three mega-carriers.36

While the old guard consolidated, the new entrants have had only
mixed success. Morrison and Winston report that only one of the fifty-
eight new companies that entered the scheduled airline business between
1978 and 1990 survived into this millennium.37 A new crop of start-up
carriers did enter though, during the 1990s. The pace of new entry slowed
after 1996, however, when a plane of one of these new airlines, Valujet,
crashed into the Florida Everglades and all aboard died. Almost all of the
new entrants compete with the old guard by offering lower fares and no-
frills service, but only Southwest Airlines has successfully used this strategy
to develop into a large carrier.38 Southwest technically should not be con-
sidered a new entrant, although it had avoided CAB regulation by operat-
ing only intrastate routes in Texas before deregulation. Southwest achieves
extraordinary productivity by using only one type of aircraft, avoiding con-
gested major airports in favor of secondary airports, and specializing in
medium- and short-haul direct flights instead of developing a hub-and-
spoke network. By the end of the 1990s, the low-fare, new-entrant airlines
accounted for approximately 20 percent of the passengers carried in the
United States, and approximately two-thirds of those passengers were car-
ried by Southwest alone.39

The consolidation of the industry has meant a decline in head-to-head
competition between airlines. Table 3-4 combines figures from two stud-
ies to show the percentage of city pairs served by three or more carriers
from 1979 to 1989 and the percentage of passengers on city pairs with
three or more carriers in 1992 and 1997. The percentage of city pairs with
three or more carriers increased from 20 percent in 1979 to 53 percent in
1984 but has declined since. By 1997 the percentage of passengers on
routes with three or more carriers had fallen to 35 percent, and the per-
centage of routes had probably fallen even further (since heavily traveled
routes are more likely to have three or more carriers). By the end of the
1990s there were a dozen hub airports where a single airline carried over
50 percent of local passengers or two airlines carried over 60 percent, as
shown in table 3-5.
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Table 3-4. City Pairs by the Number of Carriers Serving Them, 1979–97 

Percent of 
Percent of passengerscity pairs

in city pairsNumber of 1988–
carriersa 1979 1984 89 1992 1997

One n.a. n.a. n.a. 18 19
Two n.a. n.a. n.a. 43 46
Three or more 20 53 40 39 35

Sources: The data for 1979–89 are from Transportation Research Board, Winds of Change
(Washington: National Academy of Sciences Press, 1991), p. 106; the data for 1992 and 1997 are from
Transportation Research Board, Entry and Competition in the U.S. Airline Industry (Washington:
National Academy of Sciences Press 1999), pp. 68–71. 

a. Only carriers with at least a 10 percent market share in the city pair are counted, because carriers
with a lower share are unlikely to be effective competitors.

Table 3-5. Hub Airports Dominated by One or Two Carriers

Dominant carriers’  1997 share of 

Enplanements Flights
Airport Dominant carrier (percent) (percent)

Atlanta Delta 80 61
Charlotte US Airways 92 89
Chicago O’Hare United and American 47 and 34 39 and 31
Cincinnati Delta 94 76
Dallas–Fort Worth American 66 52
Denver United 69 57
Detroit Northwest 78 69
Memphis Northwest 78 40
Minneapolis–St. Paul Northwest 80 69
Pittsburgh US Airways 90 78
Salt Lake City Delta 77 66
St. Louis TWA 71 54

Source: Transportation Research Board, Entry and Competition in the U.S. Airline Industry (Wash-
ington: National Academy of Sciences Press, 1999), pp. 74–77; shares from Federal Aviation
Administration data as reported by Don H. Pickrell, “Air Fare Premiums at Hub Airports: A Review
of the Evidence,” Volpe Center, U.S. Department of Transportation, draft February 18, 2000, table 1.

a. Dominance is defined as a single carrier having over 60 percent of enplanements or two carriers
having over 80 percent combined.
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Are Some Passengers Worse Off? 

Considerable attention has been given to the question of whether the
growing concentration in the airline industry has harmed some groups of
passengers. The studies are not conclusive, but they suggest a pattern sim-
ilar to that in railroads: some passengers enjoy fewer benefits from deregu-
lation than others, but even they are still probably better off than they
would have been under the old regime.

One piece of evidence that suggests a possible “unfair” sharing of the
benefits of deregulation is that the dispersion between the lowest and high-
est fares has grown enormously. Before deregulation, discounts rarely
exceeded 25 percent off the standard coach fare. By 1992, as table 3-6
shows, the 10th percentile fare (that is, the fare 10 percent of passengers
pay less than) was only half the median fare and one-quarter to one-fifth
the 90th and 95th percentile fares. By 1998 the gap had widened further
and the 90th and 95th percentile fares, which are typically paid by business
people traveling at the last minute, were three to four times the median fare
and six to eight times the 10th percentile fares.

Fare dispersion can reflect cost differentials as well as market power. The
demand for air travel peaks at certain hours of the day and seasons of the
year, and it is costly to maintain extra planes and crews to serve the peak.
To accommodate last-minute travelers the airlines must hold some empty
seats up until departure instead of releasing them to travelers looking for
discount fares.40 As a result, a higher proportion of the seats reserved for
full fares depart empty, while the seats reserved for discount fares are sold
out. Nevertheless, some of the restrictions placed on discount fares have no
obvious basis in cost. Requirements to stay over a Saturday night serve no
clear purpose, for example, except to separate less price-sensitive business
travelers from more price-sensitive leisure travelers. And price differences
that are not based on cost can only be sustained where competition is not
completely effective. 

Empirical studies of price dispersion suggest that a combination of cost
and noncost factors are involved. The most careful study to date found that
price dispersion was higher on routes served with two or three carriers than
with one, suggesting that the introduction of competition had led to more
cost-based differences in price.41 But that same study also found that dis-
persion was higher for fares to airports with capacity limitations, which
indicates that limitations on competition encourage dispersion as well. The
study used data from 1986, which was close to the high point of competi-
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tion within the industry when measured by the numbers of routes served
by multiple carriers (see table 3-4). It is striking that fare dispersion
increased during the 1990s even as the level of competition seemed to be
declining (see table 3-6).42 The pattern suggests that price dispersion
increased for different reasons at different times. In the 1980s, price dis-
persion may have increased primarily because the relaxation of CAB fare
controls and the introduction of competition in previous monopoly mar-
kets forced carriers to introduce more discount fares based on costs. In the
1990s, however, dispersion may have continued to increase because com-
petition subsided a bit and carriers became more sophisticated at exploring
differences in passengers’ willingness to pay.

Other studies have concluded that passengers traveling to and from
dominated hubs pay premium fares. In an early and widely reported study,
for example, the General Accounting Office (GAO) estimated that during
the 1985–89 period fares at fifteen dominated hubs were an average of
27 percent higher than fares at thirty-eight comparison airports.43 The air-
lines argued that the GAO’s comparison was unfair because the cities
picked for hubs have a high proportion of short-haul and business traffic

     

Table 3-6. Dispersion of Airline Coach Fares, 1992–98a

Fares by percentile (median = 100)

Length of flight 10th 25th 50th 75th 90th 95th

Short haul (750 miles or less)
1992 44 68 100 150 200 250
1995 46 71 100 150 250 300
1998 47 67 100 170 270 330

Medium haul (751–1,500 miles)
1992 50 68 100 150 210 250
1995 65 77 100 150 250 300
1998 60 75 100 140 270 370

Long haul (over 1,500 miles)
1992 50 67 100 140 210 240
1995 65 80 100 140 260 330
1998 56 77 100 150 290 400

Source: Transportation Research Board, Entry and Competition in the U.S. Airline Industry (Wash-
ington: National Academy of Sciences Press, 1999), p. 31.

a. Excludes frequent-flyer tickets.
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that is more expensive to serve per passenger-mile. Indeed, later studies
showed that if one controlled for trip length the premium was cut roughly
in half, to about 15 percent. Statistics on the percentage of business travel-
ers by route are not readily available, but controlling for service qualities
normally associated with business travelers cut the premium even further.44

In addition, if the presence of Southwest at some airports is also controlled
for, the hub premium disappears for all but a few airports.45

Finally, since the early days of deregulation, studies have consistently
shown that the number of carriers on a route affects the fares they charge.
In other words, the airline market is not perfectly contestable and the
threat of entry is not as powerful as actual competition. Estimates of how
much additional carriers reduce fares vary from one study to another, but
an increase in the number of carriers from two to three can reduce fares by
4 to 21 percent.46 By the late 1990s, the presence of Southwest on a route
seemed to be particularly important in holding fares down. According to
one estimate, entry by Southwest reduced fares on a route by roughly
20 percent, and the effects of Southwest accounted for 40 percent of the
total fare savings attributable to deregulation in 1998.47

Collectively, this research suggests that there may be some truth to the
popular impression that passengers on business trips and traveling to and
from dominated airports are not benefiting as much as others. Moreover,
actual competition matters, so the effects of past and proposed mergers
and the survival of low-cost carriers like Southwest should be a matter of
public policy concern.

Nevertheless, as in the case of railroads, it is probably true that even the
travelers on business and from dominated hubs are probably better off
because of deregulation. Not all of the observed fare differentials are due to
limited competition; a good portion are cost-based. If only half of the pre-
mium paid by travelers from dominated hubs is due to lack of competition,
for example, then these travelers are paying perhaps 10 percent more than
other flyers. But this may still be less than before deregulation because
deregulation reduced average fares by 25 percent.

Again, as in the case of railroads, some fare dispersion may be needed
and even advantageous. Specifically, charging the highest fares to customers
with the least sensitivity to price may be the best way of recouping the
fixed costs and overhead of airline operations: such a pattern of price dis-
crimination would yield the minimal diversion from a “socially optimal”
marginal cost pricing solution (which is otherwise deemed unacceptable
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because, for example, it does not cover all the costs of airline operation,
including overhead and fixed costs).

Sources of Market Power 

The ability to charge customers more than cost depends on the presence of
some barrier to entry that prevents competitors from entering and under-
cutting prices. In the case of airlines there are at least five such suspected
barriers.

One suspect is the hub-and-spoke networks that airlines have developed
since deregulation. A hub-and-spoke system allows an airline to provide
frequent and low-cost service between many city pairs by concentrating
traffic bound for many destinations on each spoke. An airline that wishes
to serve a city pair served by a hubbing carrier has the unattractive choice
of either building its own hub or charging a lower fare. Building a hub is a
major investment, but without it the challenger will find it difficult to offer
as frequent service at a reasonable cost and may be forced to drop its fares
to attract traffic. The fact that hub fare premiums do not appear to be
based entirely on costs suggests that hubs serve as barriers.

A second barrier most industry analysts consider important is con-
straints on access to airports. For a variety of reasons—congestion, noise,
environmental concerns, and others—the Federal Aviation Administration
limits the number of takeoff and landing “slots” per hour at four U.S. air-
ports (Dulles, Kennedy, O’Hare, Reagan National). The large incumbent
airlines own the rights to most of those slots, and attempts to force them
to transfer the slots to challengers or to create a market in slots have been
only partially successful. In addition, at many airports the major airlines
have long-term leases on most of the gates and have resisted efforts to force
them to lease gates to challengers at reasonable rates.

A third barrier may be airline marketing practices, such as frequent-flyer
programs and travel agent incentives. Frequent-flyer programs give large
airlines a competitive advantage because it is easier for passengers to accu-
mulate enough mileage to earn free flights and special preferences at check-
in or boarding by traveling on an airline with an extensive route network.
One study estimated, for example, that American Airlines would have lost
significant market share if frequent-flyer programs had been eliminated in
1990, when American had the largest and best developed frequent-flyer
program. If all frequent-flyer programs had been abolished, American was
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projected to lose 18 percent of its market share, mostly to small airlines. If
only American’s program had been eliminated, American’s market share
might have fallen by 50 percent.48

Predatory behavior by large airlines against small start-up carriers may
also be creating a barrier, although industry analysts disagree about the
prevalence and importance of predation. The usual test of predatory
behavior is whether an incumbent responds to entry by dropping its prices
below the short-run marginal cost. Because airline costs and pricing strate-
gies are so complex, applying the test is particularly difficult in this indus-
try. Many economists believe, for example, that higher returns forgone
(because of diverting more aircraft to fly on a contested route) should be
included as an opportunity cost in calculating the relevant short-run
opportunities. Measuring these opportunity costs can be exceedingly dif-
ficult. Nevertheless, by 1999 the Department of Justice’s Antitrust Di-
vision had become sufficiently concerned that it brought a case against
American Airlines for driving a start-up airline from American’s Dallas–
Fort Worth hub.49

Finally, international airline alliances also may reduce competition.
During the 1990s, the U.S. Department of Transportation approved a
number of agreements between U.S. airlines and foreign carriers that
allowed them to share codes for flights and coordinate schedules and capac-
ity. For example, United and Lufthansa concluded an agreement to coor-
dinate and code-share both their flights over the North Atlantic and the
feeder flights to their various gateways in the United States and Germany.
Participating airlines argue that these alliances will improve connections for
traffic originating or terminating beyond the gateway airports. But the
danger, of course, is that this type of “coordination” will ultimately be used
to reduce effective competition on the main gateway-to-gateway routes.
Furthermore if only a few “world alliances” emerge, this may limit the
number of major U.S. airlines that are able to survive (because a U.S. air-
line that is not a member of one of the world alliances will not get as much
international feeder traffic).

Possible Remedies 

Perhaps one should not be surprised that private contracts have emerged
spontaneously, without government encouragement, as practical remedies
to the airline industry’s competitive shortcomings. One form these con-
tracts have taken is fare discounts negotiated by large corporations with big
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travel budgets. It is not uncommon for an air carrier to agree to give a large
corporation a special discount of 10 percent or more off all published fares
for travel by its employees. These negotiated discounts should offset, at
least in part, any price discrimination that the airlines attempt to practice
against business travelers.

A second form of private contract is agreements by local corporations to
support new airlines. The most prominent example is ProAir, which was
established in 1997 to provide short-haul flights between Detroit and other
business centers such as Pittsburgh, Atlanta, and New York. Local busi-
nesses had been complaining that Northwest was charging high fares at its
Detroit hub and that Northwest had driven away at least one start-up air-
line that attempted to offer service out of Detroit. General Motors and
other large Detroit-based corporations decided to back the creation of
ProAir with multiyear contracts guaranteeing the airline a minimum
amount of travel by employees and their families.50

Private contracts are unlikely to solve as much of the residual monopoly
problems in the airline industry as they have in the railroads, however, sim-
ply because the airlines have many more small customers so the contractual
solution is harder. Large corporations use airlines extensively, but they do
not dominate airline traffic in the way they do railroad freight traffic. Thus
the transaction costs of a contractual solution are too high for many of the
businesses and travelers that rely on airlines.

The advantages of private contracts in tailoring services to the needs of
individual customers are also probably smaller for airlines than they are for
railroads. To a large extent the airlines have done this tailoring already with
their proliferation of fares and sophisticated systems of capacity controls for
customer reservations. Airlines offer passengers a wide range of service
quality and pricing options in which, for example, travelers willing to book
far ahead or travel outside peak hours and seasons are offered cheaper seats.
When passengers select from this menu, they enjoy many of the cost sav-
ings of customized service that railroad shippers gain through contracts.

Given the limitations of private contract solutions, airline passengers
may have to rely more on the government to resolve the residual problems
of monopoly power. Luckily, there is much government can do, in essence
completing the task of deregulation. The government might do more to
make gates and landing slots more readily available to challengers, for
example, particularly at concentrated hub airports. A more active antitrust
policy can and has been used against predatory behavior by incumbent air-
lines. The Department of Transportation might be more sensitive to the
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competitive implications of international alliances that have recently
emerged, much as it has already shown greater sensitivity to the potential
for reduced competition from travel agent incentive plans and abuses of
computer reservation systems. As for railroads, all potential avenues for
increasing or enhancing competition should be explored.51

Conclusions 

The provision of transport services has long been a major concern of gov-
ernments around the world, in part because the proper provision of trans-
port is almost invariably deemed a sine qua non for economic develop-
ment. However, these government interventions have often led to
considerable inefficiency in the provision of transport services. The empha-
sis in public policy for some time was on nonefficiency considerations,
such as income redistribution and development for its own sake. The real-
ization only slowly crept into the governing wisdom that efficiency deserves
some attention as well. That realization, in turn, has led to considerable
experimentation with privatization and deregulation in the past two
decades, representing a systematic but still highly selective reduction of
government involvement in the transport sector. Even restricting the sur-
vey to the U.S. experience with deregulation, as this chapter does, some
remarkably strong policy conclusions emerge.

To start, if efficiency is the goal, deregulate if at all possible. Deregu-
lation was strongly associated with improved performance in the U.S. rail-
road and airline industries. Some of the improvement in profitability might
have been attributable to other sources, particularly in the case of the rail-
roads.52 Nevertheless, in both industries costs and tariffs went down and
traffic and profits went up after deregulation.

The opportunities for deregulation may be greater, moreover, than orig-
inally thought possible. Many regulated activities combine separable and
identifiable activities, some of which are competitive and some of which are
not. Little seems gained from imposing the inefficiencies of regulation on
subsidiary activities that are competitive and separable.53 However, separa-
bility may not be obvious or easily identified; for instance, it may not be
wise for railroads to separate the operation of passenger and freight trains
(which are potentially competitive) from the provision of the stations,
yards, track, and other infrastructure (which is deemed to be noncompet-
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itive or monopolistic).54 Again, once the separation has been made, differ-
ent policies can be pursued such that competitive sectors are deregulated
while the monopoly sectors remain regulated. 

Many transport activities, of course, do not have to be restructured or
unbundled before being deregulated because they were never natural
monopolies. In many cases they came under regulation, not so much to
control monopoly as to develop, promote, and perfect the industries’
growth. That commonly seems to have been the case with airlines, buses,
and trucking.

Finally, if some residual government regulation is unavoidable, then
thought should be given to procedures other than those based strictly on
conventional rate-of-return regulation as practiced by U.S. commissions.
Among the interesting alternatives are franchise or concession contracts
used in many developing countries and price-cap regulation as it has
emerged in the United Kingdom.

In this regard, the potential of contracts is striking, particularly in the
case of railroads. Railroads still retain elements of natural monopoly,
despite the substantial inroads of trucks and barges over the past century.
It is often efficient for only one railroad to serve a given route. And ship-
pers may not have alternatives, for example, if they are moving bulk prod-
ucts not suitable for trucks and they have a substantial investment in a spe-
cific location. In these situations, however, long-term contracts may be
sufficient to protect shippers (and railroads) from opportunistic behavior
and make private markets more workable. Contracts have the added and
critical benefit of allowing suppliers to tailor their services to the needs of
particular customers and thereby save costs for all.

But contracts do not work in every situation, particularly where there
are, as in airlines, many small customers for whom the costs of negotiating
the contract could be high. In such cases, the only remedy may be govern-
ment interventions to promote competition, particularly, but not exclu-
sively, through antitrust laws. Government needs to review mergers,
alliances, and other interfirm agreements to make sure that they do not
threaten competition unnecessarily and that any cost is at least offset by the
benefits of efficiency or service improvements.

Without vigilance to promote competition, in fact, deregulation may
turn out to be a relatively short-lived fad. Memories are short, and after
twenty years of railroad and airline deregulation the public is more mind-
ful of the problems of the present than the problems of the past. It is good
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to remember that those who complain seriously about deregulation’s
adverse effects in the United States remain a small minority, say 5 to
10 percent, of all shippers or passengers. But an intensely unhappy minor-
ity can be very influential. 

Formal commission-style regulation has been mainly an American phe-
nomenon, supplemented by some limited experiences elsewhere. For the
rest of the world, the most relevant question may not be what might be
gained from deregulation but what might be gained from avoiding regula-
tion. In particular, when countries undertake privatization of their trans-
port industries, how much formal regulation should they introduce to
ensure that the newly privatized activities do not excessively exploit
monopolistic positions?

Obviously the answer will depend upon the particular circumstances.
What the American experience suggests is that where efficiency is the goal,
regulation should be avoided whenever possible—that is, when competi-
tive markets can be created or transaction costs are not excessive and con-
tractual solutions will suffice. Of course, competitive situations are less
likely to develop or occur in smaller developing economies than in the
huge and already developed U.S. economy. By the same token, however, if
economic underdevelopment is also associated with a limited development
of commercial and administrative law, then formal commission-style reg-
ulation might be more difficult to implement in developing economies
than in the United States. In such circumstances, the American experience
can provide only limited guidance. 

In short, reducing the role of government in transportation markets seems
to have had beneficial effects almost everywhere it has been tried. Typically,
operating costs, fares, and tariffs are down, while traffic volumes and profits
are up. That is a powerful combination of advantages. Competition, how-
ever, often appears to be an important enabling condition for achieving these
positive results, a condition that may require continuing oversight to main-
tain. The key seems to be a vigilant, perhaps even sometimes threatening,
government but not an overbearing or controlling government. 
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T   our organization of energy markets often
are invisible, obscure, or at least unexamined. Yet energy markets are

important. Energy production and delivery constitute huge industries in
every developed economy. These energy industries touch the lives of all,
both directly, through heating and lighting, and indirectly, through the
provision of everything from apples to zucchini. Even the so-called new
economy, driven by information, floats on a river of electrons that irrigate
the giant farms of computer servers.

Electricity is the most ubiquitous form of energy delivery, with a con-
stantly expanding variety of applications. And the case of electricity and
society can be seen as part of a larger tapestry that includes other develop-
ments in our economies and societies. The new trends in power markets
create a challenge for governance.

This paper revises and extends a lecture prepared for the Cantor Lecture Series 2000:
Energy and Society, The Royal Institute for the Encouragement of Arts, Manufactures &
Commerce, London, February 21, 2000. The author draws on work from the Harvard Elec-
tricity Policy Group and the Harvard-Japan Project on Energy and the Environment.

Making Markets 
in Electric Power

4  . 
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Government and Business 

Markets in power, more than most markets, are made; they do not just
happen. The intent here is to illuminate the highlights of this unfolding
story and to speculate a little on what may yet develop. The world experi-
ence is diverse and complex, but a few common themes stand out from the
perspective of the interaction between business and government.

Where you stand depends on where you sit. For example, prospective
students at Harvard’s Kennedy School of Government should note at least
one simple difference between the Kennedy School and Harvard’s eminent
Business School on the opposite side of the Charles River. At the Business
School, my colleagues teach their students how to seek out or create mar-
ket advantage to find protection from competition, all this in the interest
of maximizing profits and shareholder value. At the Kennedy School, we
teach our students how governments can structure the rules of the game so
that these businesses succeed individually in the short run but fail collec-
tively in the long run in avoiding competition. Government seeks rules to
promote greater economic efficiency, where competition eats away excess
profits while leaving intact the improvements in products and services. 

This tension between public and private, between government and busi-
ness, between regulation and markets, is the background for a continuing
interest in the public policy issues woven through the story of making mar-
kets in power.

Technology Transformation 

In part, the development of power markets illustrates the role of technol-
ogy in shaping our economy. New technology has been central to the plot.
The information revolution has affected energy and electricity markets in
ways that are already significant and yet are only beginning to be
exploited. It will not be long before the hyperbole of the Internet becomes
a commonplace, when invisible computers at home will infer our intent
and manage the purchase of energy while paying our bills and letting out
the cat. 

One step away from the revolution in personal computers and wireless
communications, the enormous improvement in turbine design has seem-
ingly overnight nearly doubled the energy efficiency of the machines that
burn oil and natural gas to produce electricity. With supercomputers and
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greatly improved seismic analysis, petroleum geologists make it ever more
economic to produce the fuel that drives the turbines. The combined
effects completely reversed our relatively recent prognostications of scarcity.
Not that long ago in the United States, during the oil crisis of the 1970s,
the government forbade the use of natural gas to produce electricity, for
fear of running out. By the end of the century, in many parts of the United
States it was cheaper to tear down a perfectly functional power plant that
used an older technology and replace it with a new gas-burning plant. The
new plant would be both environmentally cleaner and so energy efficient
that the savings in operating costs would pay for early retirement of the old
and construction of the new. Hence new suppliers have shocked the elec-
tricity industry.

So technology is important. But new technology only sets the stage for
the changes under way in the electricity industry. Furthermore, the most
important feature of technology and electricity is more obscure and has
more to do with the old real world of Thomas Edison than with the new
virtual world of Bill Gates. 

While giving technology its due, the more interesting aspects of the
story of making markets in power concern society, ideas, and ideology. The
changes under way in the markets for power derive more from the contri-
butions of the likes of Prime Minister Margaret Thatcher than from the
contributions of either Edison or Gates.

Electricity Revolution 

Around the world there is an amazing and broadly contemporaneous rev-
olution taking place in the organization of electricity markets. Consider a
partial list prominent in policy discussions: England and Wales, Norway,
Germany, Spain, Russia, Ukraine, several regions in the United States,
Latin America—from Mexico in the north to Chile in the south, Canada,
New Zealand, and Australia. In 2000, Japan took a first step. Even the
French may not be able to resist the market liberalization directives from
the European Union. The breadth of the revolution impresses. The rapid
spread of the idea cannot be explained by technology alone. Norway, with
its abundance of falling water, is quite unlike England, with its coal and
gas. Australia is unlike England or Norway, and so on.

There is a big idea here, however, and the big idea has deep roots. The
old way of organizing the electricity market grew from an old big idea of
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the century just ended, namely in the development of vital infrastructure
under natural monopoly. The idea, probably valid in its time, was that
electrification was a strategic asset for an economy, and the nature of elec-
tricity production made it economic to have one entity build the power
plants and develop the network of wires. People did not want different
companies with multiple sets of wires running down their streets. And the
large investments in power plants would enjoy great economies if their
development could be integrated with the expansion of the transmission
network; engineers would guide the process and shield regular citizens
from the complex details. Some countries, such as the United States, fos-
tered large vertically integrated monopolies under government regulation.
In other countries, such as England, the government took on direct respon-
sibility for managing the electricity industry.

Making and Unmaking Monopolies 

This general argument was not restricted to electricity, and the same his-
tory, with different details, can be found in telephones, airlines, trucks,
rail, natural gas, oil, and more. The results were large monopolies, with
government ownership or regulation, and little to challenge the conven-
tional wisdom. And this old big idea largely delivered on its promise. The
infrastructure developed and matured. Services expanded and penetrated
virtually every sector of the economy. In the case of electricity, the miracle
born of Edison became a necessity that we took for granted. When we
flipped the switch, the lights went on. Furthermore, as the infrastructure
matured and companies exploited larger and larger scale, the costs went
down. For example, at inflation-adjusted rates, the price of electricity in the
United States dropped by 60 percent between 1940 and 1970. More or less
the same thing happened in telephones, and so on.

By the 1970s, however, the scene had begun to change. The great cost
reductions began to disappear or even to reverse, at least in the energy sec-
tor. Some of this reversal could be explained by turmoil in the oil market
(which is another interesting story), with higher costs and greater insecu-
rity. Perhaps a little of the oil-related shock applied to airlines and trucks.
But it could not be relevant for telephones. However, what we did see
across these diverse industries was a new set of common circumstances.
The many years of protection and government regulation had resulted in
large, sometimes bloated, slow-moving institutions that were hostile to
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innovation, having grown accustomed to the “quiet life” that, as Sir J. R.
Hicks famously observed, is one the privileges of monopoly power.

However, the quiet life began to vanish once the hallmarks of large scale
and monopoly mutated from the early promise of better service and lower
costs to the later experience of supplier arrogance and higher costs. The
details were different in different industries. For telephones, the Bell
Company determined the one style of phone we could connect, and new
technology was delayed or suppressed. Airlines became a bureaucratic
morass, with competition in the quality of meals but not in prices. In the
case of electricity, the difficulties were compounded by high inflation and
seemingly endless delays in construction, particularly of nuclear plants. In
the worst cases, huge power plants were built with price tags of billions of
dollars and, in the end, produced no electricity.

In countries like England, where the government owned many of the
companies, the new mantra became privatization and marketization. Break
up the monopolies, sell off the assets, and rely on market forces to drive
innovation forward and costs down. In countries like the United States,
which already had private companies operating as regulated monopolies,
the move was to break up and deregulate, with the common thrust to rely
more on the discipline of market forces. This move to greater reliance on
markets is the new big idea that has animated sweeping and sometimes dra-
matic changes in policy across many industries, in many countries, and all
in the same historical period at the end of the twentieth century. The new
big idea, extolled by Mrs. Thatcher, was to leave to markets what they do
best and narrow the focus of government to the arenas where markets typ-
ically fail, where government may be necessary.

Making Markets 

As has become clear, this is easier said than done. When the government is
in charge from soup to nuts, policymakers can avoid the problem of delin-
eating what the market can do and what the government must do.
However, seldom can virtually everything be left to the market, with gov-
ernment simply receding to familiar tasks such as enforcing the general
rules of commerce.

Far more often the public retreat is only partial, and a number of criti-
cal services, such as setting the rules for air traffic control and access to air-
ports, remain with the government. Certain elements of the old industry,
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such as the local loop from the central telephone switch to the individual
telephones, continue as practical monopolies. In the case of electricity, the
most obvious example of a continuing monopoly is the integrated trans-
mission network, of which there is, and generally should be, only one. In
theory, some might argue that eventually even this could be subject to
competition, but the practical reality is that some form of government
oversight is seemingly unavoidable.

This self-evident fact is not a surprise. What surprises is a somewhat
subtle problem that follows. Before, government regulators or managers
did not have to trouble themselves too much with the details of how the
business really worked. To be sure, the regulatory process could be highly
intrusive, but most of the time and effort focused on adding up the total
costs of the delivered product or on the often zero-sum battle to allocate
the costs among the various “ratepayers,” as customers used to be known.
The details of designing the production and delivery systems were usually
left to professionals, typically talented engineers who honored a high ethic
of efficiency and quality, a subject to which we shall return. To a surpris-
ing degree, even the senior management in the companies, not to mention
the government overseers or regulators, had precious little understanding
of critical details of how the pieces fit together.

In the case of electricity, this meant that the face of the industry was
quite simple. Plug the appliance into the wall socket and the power would
flow. Flip the switch and the lights would go on. Customers were expected
to pay at the end of the month, with a simple bill that was silent on the
many steps needed to deliver the power.

However, when marketization arrived, the call was to break up the com-
panies and unbundle the many products and services needed to produce
and deliver electricity. Power generation could be separated from the wires
and subject to competition. Likewise, retail services and energy supply
could be separated from the wires and competition could reign. New play-
ers emerged, the marketers and brokers, seeking out niches and repackag-
ing services to meet the demands of customers, demands that were more
diverse than the monopoly could ever acknowledge or see.

Behind the simple face of electricity, we began to recognize that, as in
the other industries, there was more to the machine than most people had
realized. It has many moving parts, and control of the gears was being
transferred from the hands of one to the hands of many. But especially in
the case of electricity, it was not enough that all the gears turned; the gears
also had to mesh, or the system would not work. A coordination problem,
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submerged in the old monopolies, surfaced in the new design for a market
that relied on competition.

Coordination for Competition 

Hence, the immediate challenge for government and everyone else was to
undertake a quick study of how the parts worked, and had to work
together. At the same time, both government and the industry had to agree
on new rules for connecting the competitive players with the remaining
monopoly elements to promote the efficient outcomes that stood as the
principal justification for the inevitable trauma that would accompany
massive change.

The collective record suggests that everyone was unprepared for this
new challenge of governance. The transition in most industries has taken
longer and been costlier than expected. In some cases, such as telephones
in the United States, real competition in local service does not yet exist,
more than fifteen years after the breakup of “Ma Bell.” In the case of elec-
tricity, frustration has set in, and there are even rumblings of a counterrev-
olution. There is at least one example of a major policy meltdown.

The electricity problem is especially challenging because of the particu-
lar nature of the remaining monopoly services. In the wholesale market,
with some leap of faith, one can argue that the generation sector is or could
be competitive and largely deregulated. Companies are unbundling their
products and services and separate companies are being formed to provide
them. But everyone recognizes that the transmission and distribution wires
will continue to be regulated. The task then, is to set the rules and prices
for access to the wires.

Given current technology—a collection of machines and networks,
much like that designed by Edison and his contemporary Charles
Steinmetz—this task is complicated by at least two features of the electric-
ity system. The first is instantaneous balancing. The well-known Japanese
innovation in automobile manufacturing known as “just-in-time produc-
tion” is the practice of closely matching production and use in order to
reduce or eliminate expensive inventories and facilitate changes in product
design. Of course, in the case of automobiles, such tight scheduling is not
without problems for the poor supplier operating on a very short leash, and
could never be more than a goal. Manufacturers could reduce but not elim-
inate inventories.
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For electricity, however, just-in-time production is more like a physical
law than a management goal. There are very few effective storage media for
bulk electricity, and measured over more than a few seconds, it is essentially
true that what is consumed must be produced at the same moment.
Throughout the entire interconnected grid there must be virtually instan-
taneous balancing of production and consumption. Any deviations from
this rule cause power frequency fluctuations that can damage equipment or
bring down the entire system, fast.

The second and related feature is in the complex interactions of all the
elements of the electric system. Sometimes referred to as the world’s largest
machine, the interconnected system of electric power plants, wires, and
appliances must operate synchronously within a variety of close tolerances
for power flows and voltages. For everyone but electrical engineers, the
details are mind-numbing. But the net result is that, more than for most
systems, everything affects everything else. It is somewhat like broadcasting
many competing video channels with only one volume control, one color
control, and one schedule for commercial interruptions. The many hands
of the competitive market must work within an environment where
changes for one are changes for all.

The combined effect of just-in-time production and complex interac-
tions means that coordination is another important necessity of the elec-
tricity market. It was always clear that operation of the competitive market
would require that generators and customers be able to connect to the
wires. There would have to be “Gridcos” and “Discos” that build and
maintain the transmission grid and distribution systems, and grid access
terms should somehow establish a level playing field. But equally impor-
tant, and far less obvious, was the need for a system operator that would
pool or coordinate the actions of the many competitive hands to respect
the relatively brittle limits of the electric system. Over short horizons of
minutes or hours, where the interactions would be critical, there must be a
“Poolco” that provides unavoidable pooling or coordination services in
support of a competitive market. (Note: this is not the vertical coordina-
tion often cited as justification for the firm. This is horizontal coordination
across an entire industry, quite another matter.) As counterintuitive as it
seems to some, coordination is necessary to support competition. And this
need has been there since the time of Edison. For decades, the engineers
handled the problem and hid it from our view. But the move to markets
and separation of the components have exposed coordination services as
another essential monopoly.
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In every country, and for everyone new to the debate, it takes a while to
come to terms with the implications of this reality of the electric system.
One of the great surprises has been how difficult and contentious is the
process of designing the coordination services in a way that simultaneously
respects the engineering reality and supports the market objectives.
Happily, we know how to do it, and the best working models have enough
of a record to be judged quite good, as in the case of the Pennsylvania–New
Jersey–Maryland Interconnection, New York, and similar systems else-
where. Unhappily, there is a vocal segment of the industry that sustains and
reinvents campaigns to defeat this sensible design.

Why has there been such opposition and debate? By now the arguments
are familiar. An extreme but not unrepresentative argument is that central
coordination is antithetical to markets and decisions should be left to the
many hands of the competitive market. Were it possible to fully decentral-
ize the decisions, this argument might carry some force. However, as out-
lined herein, this is simply not possible under current technology.
Therefore, a close look at such proposals—through the fog of empty claims
about who shows the greater commitment to real markets—always reveals
a system operator who provides the coordination services. Hence, despite
the rhetoric, the debate is not over the merits of centralized or decentral-
ized operation; rather the debate is over who exactly will determine the
rules for centralized coordination.

We can have good rules, or we can have bad rules. We don’t have the
option of having no rules.

This presents an immediate challenge for government. On the one
hand, the government could require a set of rules that would support the
public interest, setting the stage for the operation of a competitive market.
On the other, the government could defer to a stakeholder process that
seeks the least common denominator in setting the rules. At best, the lat-
ter approach is an abdication of responsibility. At worst, defective rules
threaten the reliability of the system and undermine the whole enterprise.

In much of the debate that occurs in various countries, the process of for-
mulating the market rules has some of the elements of the foxes designing
the henhouse, with some stakeholders demanding flawed designs. In the
end, the best models for organizing the coordination services under the
Poolco framework solve the hardest problems and make it easy for small
players to enter and participate in the market. Load balancing services, pro-
visions for losses, emergency responses, and so on can be handled naturally
and efficiently, with market participants bearing the costs of their own
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actions. There is scope for large aggregators and other middlemen, but a
limited need for their services in providing the basic commodity. In retro-
spect, it should not have been a surprise that some of these middlemen
would be unhappy with such an efficient market design. And it should not
be surprising that when confronted with the arguments their usual response
is to try to change the subject or denigrate the ancestry of the ideas.

A Poolco by Any Other Name 

The debate continued into the beginning of the twenty-first century. The
source of much of the early enlightenment on the subject was England and
Wales. At the end of the 1980s the British wrestled with an electricity
reform directive from the Thatcher government, with a strict deadline. To
make a long story short, nearly two years were spent in a futile effort to
avoid the inevitable need for active coordination of the short-run electric-
ity market. In the end, the participants threw up their hands in frustration
and in a few months put together a completely different approach that
resulted in a “pool” with explicit responsibilities for such market coordina-
tion. The organizing idea was that the market participants would submit
bids for producing and using electricity, and the pool operator would find
the balanced equilibrium with its market-clearing price. The pool would
combine the functions of market exchange with those of managing the
complex physics of the electricity system.

It was a brilliant innovation, and the whole world was watching. Or at
least the whole world that was close to England in geography or culture. (It
turned out that reformers in Chile had anticipated many of the basic ideas
by several years. But this is only a quibble.) Theirs was a remarkable
achievement that included reinventing the idea from commodities markets
that, for most business purposes, financial contracts could stand in the
place of physical transactions, with only a final settlement at the price
revealed in the spot market. And here the essential spot price would be
readily available from the pool.

Soon Norway, New Zealand, Australia, and others adopted and im-
proved on the basic ideas, all the while giving credit to the vanguard in
England and Wales. Eventually, even the former colonies in the United
States took up the task, and the trade balance in England was helped by the
constant parade of visitors on the required tour to see how an electricity
market could work and keep the lights on at the same time.
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Unfortunately, the underlying debates are never far from the surface,
and in every region there has been a long and not always successful process
of educating all the parties to the essential facts of the electricity system:
Government could not recede completely. There are remaining natural
monopolies, including the complex requirements of coordination services.
There must be a system operator. And in the end there is a natural division
of labor. Market competitors can compete, and governments can decide on
the rules that will produce a workable market with a level playing field.

At the end of the century past, such conversations in the United States
culminated with the Federal Energy Regulatory Commission issuing its
“Order 2000,” elucidating the need for and design of regional transmission
organizations that would be the coordinating institutions. The millennium
signature number for this order was a signal of the importance of the rule and
its intent. The subject of this substantial tome is the lineal descendant of the
pool in England and Wales. Order 2000 built upon that innovation and sub-
sequent experience to craft a framework that recognizes the reality of elec-
tricity systems, sets the primacy of public interest in establishing a workable
and efficient competitive market, and makes a major contribution to the
delineation of the boundary between the public and the private sectors. 

As with the pool in England and Wales, the order relies on a coordinated
spot market, within the limits of security constraints, using the bids of
market participants to find the most economic use of the system consistent
with market equilibrium. Learning from one of the few mistakes in the ini-
tial pool design, the broader framework recognizes that market-clearing
prices can and will be different at every location. Financial contracts of the
same type as found in England and Wales play a prominent role, as do
financial transmission rights that extend the idea to cover the difference in
prices at different locations. Costs for the grid are collected through re-
gional access charges, and investments are pursued in large part through
the incentives of the marketplace. This is a state-of-the-art design. Progress
has been slow, but there is progress nonetheless. However, the cost has been
high, with the expense compounded by taking the occasional step back-
ward. And there are no guarantees of success.

Mistakes and Meltdowns 

The sometime failures in this process illustrate many lessons. First, there is
the human failing that it is difficult to learn from the mistakes of others;
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people have to make their own mistakes. England and Wales made a mis-
take in setting up too few competing generators, so competition was slow
in coming through entry. This is still a problem elsewhere, such as in
Brazil, Ontario, and parts of the United States. New Zealand has gone
through at least two rounds of separation and disaggregation.

Second, paraphrasing a harsher formulation often attributed to
Nietzsche, there is the common mistake of forgetting what one is trying to
accomplish. We want marketers and brokers to provide new products and
simplify the process of capturing the benefits of a competitive market. But
we do not want marketers and brokers per se. The argument is often made
that with an efficient design of wholesale and retail markets there may be
little, perhaps no, need for marketers and brokers who cannot provide real
added value. The resulting absence of many traders and much visible trad-
ing is often mistaken as a problem, not as evidence of a solution, and the
move is then on to break what is not broken, in order to give more mid-
dlemen something to fix.

The recent turn of policy in England and Wales suggests learning the
wrong lesson. There were problems in the original wholesale market
design, as witnessed by the improvements that have been adopted else-
where. The design with too few competitors in generation results in an
obvious problem for competition. Furthermore, aggregation to an artificial
single market price, rather than the locational reality, creates bad incentives
but could be easily fixed.

However, at the end of 2000 the regulator of England and Wales was
about to fix what wasn’t broken and hide the truly broken gears of the
machine, which would nonetheless continue to grind away and do more
damage. The so-called New Electricity Trading Arrangements (NETA)
proposal appears to have succumbed to a romance with a market myth.
The proposal enshrines trading and traders as desired ends in themselves,
not as mere means. The proposal abandons the singular achievement of the
coordinated spot market of the pool and replaces it with reliance on aggre-
gators and middlemen. These intermediaries will be happy to see what
should be a sharp increase in transaction costs, which they will be paid to
manage. But how is this in the public interest?

In any event, despite claims to the contrary, England and Wales will not
avoid the need for coordination through a system operator. This central
coordinator is there in the new design. It is buried within the National
Grid Company. But rather than fixing the rules to reflect the pricing that
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would prevail in a competitive market, the new arrangements obscure what
is being done through ad hoc and costly balancing mechanisms that are at
best opaque and at worst unsustainable. If this reactionary reform goes for-
ward, it will take several steps backward. That would be especially disap-
pointing, given the history of leadership in this pioneering market. Worse
yet, it ignores the evidence from the United States by rejecting what works
there and embracing the elements of its most glaring failure in the
California meltdown.

Perhaps the explanation of the different directions across the Atlantic is
found in the old adage about two countries divided by a common lan-
guage. The documents that purport to explain the proposed reforms in
England and Wales seem to ignore or misperceive the practical experience
in the United States and its embodiment in the scripture of Order 2000—
not to mention the workings of the markets in New Zealand, Norway, and
Australia. And the alleged purpose of the reforms, to reduce market power,
is not connected to the analysis through any sustained argument that can
persuade.

The success of power markets that improved upon the British pool
model stands in contrast to the cascading failure of the major market that
has so far rejected this approach. At the end of 2000, a power crisis in
California was laying bare the dangers of ignoring the fundamentals of
how power systems operate while creating a monstrous caricature of a mar-
ket with a dangerous combination of bad economic theory and worse
political economy practice.

The bad economic theory was a full embrace of the objective of creat-
ing a market for middlemen, no matter what the cost. In California, the
pool approach to a coordinated spot market was explicitly rejected in pref-
erence for a complicated trading regime much like the proposed reforms in
the British NETA effort. Given the inevitable requirements for coordina-
tion, this produced an expanding collection of arcane rules to prevent what
was natural by making the coordination process ever harder to use in the
interest of supporting separate exchanges and marketers. For example, the
California system operator was explicitly precluded from providing a least-
cost combination of balancing services. Since the operator still had to pro-
vide balancing services, these were required to be inefficient and expensive,
to create more business for the middlemen.

The bad political economy appeared in the process that produced the
compromise rules for the California market. Key parts of the decentralized
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theory would have customers face market prices, and the old monopolies
would be precluded from anything other than providing distribution ser-
vices. The political process produced the second rule and precluded old
monopolies from participating in the market. But customers were protected
from the market price by the imposition of a fixed price for retail sales. In
the event, this eliminated the market entry opportunity for marketers by
eliminating the need for their principal service (price hedging) and left the
old monopolies buying at a variable wholesale market price and selling at a
fixed retail price. This would prove to be an explosive combination.

The compounding failures in the market design accumulated from its
inception in 1998 until, at the end of 1999, federal regulators pronounced
the California design “fundamentally flawed.” There then began an intense
process to rethink the market design from first principles. The process was
made more difficult by the rear-guard action of interests that benefited
from or had created the flawed design.

In the event, the redesign effort was blown aside in the summer of 2000
when the explosive combination of variable wholesale prices and fixed retail
prices confronted the spark of a suddenly tight market. Bad luck collided
with bad policy. There had been little addition to generating capacity for
more than a decade. Low water reservoirs behind power dams combined
with higher natural gas prices and tighter environmental conditions. An
unexpected surge in demand from economic growth hit the inefficient
market and produced unprecedented price increases. Soon the old monop-
olies were selling power retail for a small fraction of what they paid to
acquire the power in the spot wholesale market. Bankruptcy loomed and
supply could no longer be assured. Even those who predicted problems
were surprised at the scope and speed of the policy disaster.

Policymakers responded largely by pointing fingers. Surprised and con-
fused, they took virtually no action, and the problem grew swiftly from a
bad outcome to a first-order crisis for California and the western U.S. elec-
tricity system. Bad rules produced a catastrophic result, and government
could not react fast enough to fix the rules. The full fallout from this explo-
sion was not clear at the end of 2000. At a minimum, every other jurisdic-
tion in the world faced an urgent need to make sure that the policymakers
could show how their approach differed from that in California. And those
who opposed electricity market reform had a ready argument to bolster
their own agenda. The blow may yet be fatal to any reasonable market
reform in California. The folly of California’s peculiar combination of mis-
takes left at least a serious wound for power markets everywhere.
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Pitfalls on the Road Ahead 

Electricity market reform in California illustrates the pathologies in an
extreme case. The California design began with the insights from England
and Wales but soon succumbed to the argument that real markets do not
require coordination in the way of the “pool.” The right lesson to learn
from California is that the fundamentals matter, and the successful experi-
ence in many power markets should be distilled and emulated, not rejected
because it was not invented here. 

It will not be easy, because a major lesson of the electricity reforms
echoes the tale of the difference between Harvard’s Business School and its
Kennedy School of Government. The more inefficiencies in the market
and the more market power you can find, the greater the opportunity to
transfer wealth and make profits above the competitive norm. We count on
the ingenuity and innovation of the market participants that follow this
lure of profits, which they hope will be huge profits protected from com-
petition. And the counterbalancing responsibility of governments is to set
up the rules so that the market participants succeed individually in the
short run and fail collectively in the long run in avoiding competition, as
each innovation leads ultimately to lower costs and better products.
Competition should eventually eliminate excess profits, but only if the
rules support true competition, not just more competitors. 

However, the participants do not really want competitive markets for
themselves, just for everyone else. Hence there is constant pressure on both
sides. On the suppliers’ side there are pressures to change the market rules
and impose costs that create protected market niches. On the consumers’
side there is the constant pressure for regulators to intervene when scarcity
and efficient market responses lead to higher prices.

The regulators, as the only group charged with the public interest, don’t
have it easy. They face a delicate balancing act, and the increased complex-
ity of the unbundled market does not make it any easier. The regulators
who are going to do the job well, who are often new to the task, must
quickly learn more details than they ever wanted to know about the elec-
tricity grid they regulate. Not only must the regulators ensure that the grid
operator does the obvious things to keep the lights on and costs down, but
they must do so in a way that uses and maintains a seamless interface with
the competitive sectors of the market.

The most important recommendations for regulators:
—Focus on the public interest. If you don’t, who will?
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—Support competition, not competitors. It is easy to confuse the two.
—Insist on aggressive failure analysis, before you fail. Market design

flaws should be identified as soon as possible; never underestimate the abil-
ity of market participants to exploit design flaws; never accept a blithe
assertion that the market will overcome the design flaws anytime soon.

—Use the market to reinforce operational reliability. Prices and the
profit incentive can and should be consistent with the physical reality and
the dictates of reliability.

I could go on, but this is enough to make a difference. There has been
a revolution in electricity markets, a revolution facilitated by technology
but driven by ideas and ideology. The new big idea sharply redefines the
boundary between government and business and presents greater chal-
lenges for regulators in making a market for power.

Save the Best of the Old Ideas 

Finally, there is some urgency to all this, an urgency separate from the high
cost of delay. While we dither, we are spending a wasting asset. At the core
of the electricity system we typically find a team of engineers with broad
experience in running electricity networks. The rules they follow are only
partly subject to codification and computer programming. There is still a
good deal of judgment involved, and we should be grateful that they are
there because, in the end, this is what keeps the lights on.

This engineering corps typically developed its rules and its ethic within
the framework of the old monopoly and with reference to the broader engi-
neering profession. The rules were not driven primarily by commercial
considerations, not the least because the commercial incentives were so dis-
tantly removed. And the engineering ethic to serve the public and keep the
system working is worthy of respect and preservation.

However, market reforms are eroding the foundations of this system.
Many of the previous functions of the engineers have been unbundled and
put in the hands of the decidedly commercial market participants. In the
battle over efficient market design, the defeats often appear in the form of
restrictions on the operators, to reinforce the profits of the middlemen,
rather than to reinforce the reliability ethic of the engineers. If the system
operators do not honor a culture that emphasizes the broader public inter-
est, but rather bow to the interests of the most vocal stakeholders, eventu-
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ally the operators will do not as they know they should, but as they are told
or as they are paid.

We have already seen the early signs of this change in behavior in many
places in the United States. The most visible evidence is in the pressure to
replace the voluntary rules for reliability coordination with a system of
mandatory enforcement. But this policing solution pays far too little atten-
tion to the force of the new incentives or to the opportunity to design the
markets so that the participants have incentives to cooperate with the engi-
neers and support the public interest rather than to work at cross purposes.

We know how to do it. A great deal is at stake here. It is a great oppor-
tunity for leadership from the public sector. If we don’t do it right, we
deserve what we get.
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H,   boards in the United States assigned
students to schools by drawing boundaries that established specific

attendance areas. Where one lived determined the school one attended, if
one chose to attend a public school. Families did not seem to have any
choice at all—though the reality, as we shall see, was not quite that simple.

The situation has changed substantially in recent years. Today a wide
variety of school choice mechanisms are available to parents and stu-
dents—vouchers, magnet schools, charter schools, interdistrict choice pro-
grams, home-schooling, tax credits and tax deductions for private tuition,
and, above all, school choice through residential selection. Responding to
the increasing demand by parents for greater choice among schools, states
today provide a greater range of choices to parents than ever before.
Approximately 63 percent of American families with school-age children
are making a choice when sending their child to school. According to a
1993 Department of Education survey, 39 percent of all parents said that
where they had chosen to live was influenced by the school their children
would attend.1 Another 11 percent of the population sends their children
to private school.2 And still another 13 percent of families can choose a
public magnet school or charter school or participate in an interdistrict or
other choice program.3 Choice programs are rapidly expanding in size and
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number, and the topic has become a matter of significant public discussion
and debate, with most public opinion studies finding increased demand for
school choice, especially among citizens from low-income and minority
backgrounds.4

In this essay I review the growth in the range of choices available in
American education and examine in depth the way in which the most mar-
ket-based of existing choice programs, school vouchers, has worked in
practice in the few cities where vouchers have been tried.

Origins of the Choice Concept in Education 

The extended and explicit practice of school choice in the United States
came of age only in the late 1980s and early 1990s. But choice in educa-
tion is an ancient concept, dating back to the days when Socrates and his
fellow philosophers walked the Athenian agora, teaching for a fee.5 The
earliest forms of choice left education strictly to the private market. It was
John Stuart Mill who first made a fully developed argument on behalf of
school choice within the context of publicly funded universal education:
“Is it not almost a self-evident axiom, that the State should require and
compel the education . . . of every human being who is born its citizen?”
he asks. He then goes on to point out: 

Were the duty of enforcing universal education once admitted, there
would be an end to the difficulties about what the State should teach,
and how it should teach, which now convert the subject into a mere
battlefield for sects and parties, causing the time and labor which
should have been spent in educating, to be wasted in quarrelling
about education. . . . It might leave to parents to obtain the educa-
tion where and how they pleased, and content itself with helping to
pay the school fees.6

In the United States school choice within a system of publicly funded
universal education was first seriously proposed by economist Milton
Friedman, who in 1955 argued that a voucher-like arrangement where the
government finances the education but families choose the school would
lead to a more efficient educational system.7 The idea gained considerable
public currency in the 1970s, when the Office of Economic Opportunity
helped fund a school choice experiment in the Alum Rock school district
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in California. When this experiment encountered strong opposition from
teacher organizations and failed to be implemented effectively, enthusiasm
for school choice waned for about a decade, except for sporadic use of the
magnet school concept as a tool for school desegregation.8

Then, in the 1980s and early 1990s, a number of events helped give the
school-choice movement new impetus. First, a major study by a research
team headed by James Coleman reported that students in Catholic schools
outperformed their public school peers. These findings were subsequently
supported by a second major study by the Brookings Institution that in
addition explained the original results by showing that private schools had
more autonomy and, as a result, were organized more effectively than pub-
lic schools.9 The authors, John Chubb and Terry Moe, proposed school
vouchers as the solution. Although critics questioned both studies, their
impact was reinforced by a Department of Education proposal to give
compensatory education funds directly to low-income families to be used
as vouchers.10 At the same time, experiments that gave families greater
choice of public school began to appear in Minnesota, Massachusetts,
Wisconsin, and East Harlem. When test-score gains were reported for East
Harlem, public interest in the idea grew rapidly, producing today a wide
variety and ever-growing set of school-choice initiatives.11 What had been
a gleam in the eye of a few intellectuals in 1970 had become by the end of
the century a major political movement with a wide variety of policies
operating in many parts of the United States.

Residential Location and School Choice 

Although explicit school-choice programs are quite recent, in fact school
choice by selection of one’s place of residence is a deeply entrenched part of
American education. Self-conscious school choice has long been exercised
by many families when they rent or purchase a house in a place where they
think the school is good. Because the quality of the school affects a family’s
residential decisions, housing prices vary with the quality of local schools. As
a result, many families pay indirectly for their children’s education by pur-
chasing homes that cost more, simply because the home is located in a
neighborhood that is perceived to have a higher-quality school.12

School choice by residential selection is highly inegalitarian, especially
when one considers that the purchase of a home requires a capital investment.
As school quality drives up housing prices, access to the neighborhood school
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is determined by one’s capacity to obtain a mortgage. Those with higher earn-
ing power and more capital resources are able to command access to the best
schools. But school choice by residential selection is becoming more wide-
spread, simply because more families have more choice in selecting a neigh-
borhood in which to live than ever before. A half-century ago, the attractive-
ness—and thus the average cost (per square foot)—of a residential location
was strongly influenced by its proximity to workplaces, which were concen-
trated in specific parts of a metropolitan area, primarily the central city. But
when highways replaced railroads and rapid transit systems as the primary
mode of transport in metropolitan areas, employment opportunities diffused
throughout the metropolitan area. Once jobs became widely distributed, the
dominant factors affecting community housing prices became local amenities,
such as the neighborhood school.13 By 1993, 39 percent of families said they
considered the local schools when selecting a place to live.14

The amount of school choice by residential selection varies across met-
ropolitan areas. In the Miami metropolitan area, for example, this form of
choice is restricted by the fact that one school district is responsible for
almost the entire metropolitan area, whereas the Boston metropolitan area
is divided into more than one hundred school districts. 

The quality of education is higher in metropolitan areas that give par-
ents more choice by virtue of the fact that they have more school districts.
Students take more academic courses and spend more time on their home-
work, classes are more structured and disciplined, parents are more
involved with schools, student test scores are higher, and sports programs
are given less emphasis.15

It is difficult for low-income families to exercise choice through resi-
dential selection. Most do not have the earning power or access to financial
markets to locate in neighborhoods with schools perceived to be of high
quality. On the contrary, they often can afford a home or apartment only
because it is located in a neighborhood where schools are perceived to be
of low quality, a perception that depresses property values. In short, in a
system of residentially determined school choice, such as exists in most
metropolitan areas today, low-income families are very likely to be con-
centrated in areas where schools are thought to be of low quality.
Conversely and ironically, once a neighborhood school serving a low-
income community improves, local land values rise, making it more diffi-
cult for additional poor families to gain access to the school. 

It was this link between school and residence that provoked one of the
most turbulent periods in American educational history, the school busing
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controversy. Since school choice by residential selection gave better-off
families access to better schools, many felt that racial segregation and
inequality could be eliminated only by forcefully breaking the link between
school and residence by compelling families to send their children by bus
to schools distant from their place of residence.16

Magnet Schools 

So unpopular was compulsory busing with many Americans that the mag-
net school, exploiting the choice concept, was developed to replace it.
Magnet schools were designed to increase racial and ethnic integration by
enticing families to choose integrated schools that offered distinctive and
better education programs. The magnet idea was initially broached in the
1960s. But it was not until after 1984 that the magnet school concept, sup-
ported by federal funding under the Magnet Schools Assistance program,
began to have a national impact: “Between 1984 and 1994, 138 districts
nationwide received a total of $955 million” in federal funds to implement
this form of school choice.17 As a consequence, the number of schools with
magnet programs doubled between 1982 and 1991, while the number of
students tripled.18 In some school districts, parents can choose a magnet
school only if their child’s enrollment increases the level of racial integra-
tion within the magnet school. In other school districts, magnet school
places are offered on a first-come, first-served basis. In still other school dis-
tricts, schools that are highly magnetic must choose students by means of
a lottery. Nationwide, in the early 1990s, over 1.2 million students at-
tended 2,400 magnet schools in over 200 school districts.19

Cleveland provides an illustrative example of the way in which school
desegregation controversies led to the introduction of magnet schools. In
1981 the federal district court issued an order that explicitly asked the
Cleveland school district to establish magnet schools. Gradually, a number
of magnet schools were created, and in 1994 the city of Cleveland and the
state of Ohio agreed to a plan that would “enlarge the capacity of its mag-
net schools from 6,800 seats in 1992–93 to approximately 12,800 seats by
the 1994–95 school year.”20 In the 1999–2000 school year twenty-three
magnet schools were expected to enroll well over 10,000 students in
kindergarten through eighth grade. 

The magnet school concept, if taken to its logical conclusion, opens all
the public schools in a district to all families, allowing them to select their
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preferred public school, subject to space constraints. Such programs, gener-
ally identified as open-enrollment programs, can be found at the high
school and middle school levels in a few school districts.

Most studies of magnet schools and open-enrollment programs find that
they have positive effects on student learning.21 Although some of these appar-
ent effects may simply have been a function of the initial ability of the students
selected to attend magnet schools,22 two studies that carefully addressed this
issue still found positive effects from attendance at a magnet school.23

Interdistrict School Choice 

Although most magnet school programs limit parental choice to public
schools within a particular school district, in a number of places school
choice also includes access to public institutions outside the local school
district. As early as 1985, Minnesota gave local school boards permission to
allow students from outside their district to attend their school (but the
program was restricted to students who would not adversely affect the
racial integration of participating school districts).24 By 1997 nearly 20,000
students were participating.25 In 1966, Massachusetts enacted a program
that allowed minority students to exit the Boston schools and enter partic-
ipating suburban schools, then in 1991 enacted a more general interdistrict
choice program without regard to a student’s ethnicity or a district’s racial
composition.26 By 1995 nearly 7,000 students and more than 300 school
districts were participating in this program. By 1997 similar programs had
been enacted in sixteen states.

Although many of these magnet school programs are too new to enable
researchers to draw conclusions about their long-term effect, preliminary
evidence from Massachusetts indicates that the participating students are
ethnically representative of the student composition of the public schools
more generally. Also, it appears that school districts that lose students to
magnet schools often make significant efforts to upgrade their curriculum
in order to stanch the flow of students to other districts.27

Charter Schools 

Magnet schools and interdistrict enrollment programs limit parental choice
to schools operated by school boards. Charter schools have enlarged choice
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opportunities to include government-financed schools operated by non-
governmental entities. By 1998 thirty-four states and the District of
Columbia had enacted charter school legislation, and more than 1,199 char-
ter schools were educating over a quarter million students.28 At the beginning
of the 1999 school year the number of charter schools had increased 40 per-
cent, to 1,684—a notable increment by any criterion.29 Although the per-
centage of students in charter schools nationwide is still a small fraction of all
students, in some states charter schools are providing the school of choice for
a significant fraction of the student population. For example, in 1997, 4.4
percent of the students in Arizona were attending charter schools.30

Charter school terminology varies by state, as does the legal framework
under which these schools operate. The common characteristics of charter
schools are twofold: First, the entity operating the school is ordinarily not
a government agency, though it may receive most of its operating revenue
from either the state or a local school board. Second, charter schools do not
serve students within a specific attendance boundary; instead they recruit
students from a large catchment area that may be beyond the attendance
boundaries of traditional public schools. As a result, they must persuade
parents that their offerings are superior to those provided by traditional
public schools in their vicinity. 

Studies of charter schools find that, on average and taken as a whole,
students attending charter schools are fairly representative of the school
population more generally.31 Most charter schools are popular with parents
and substantially oversubscribed, though some have been closed because
their safety and education standards were inadequate. Charter schools are
better able than traditional public schools to attract teachers who were edu-
cated at selective colleges and who have received higher education in math-
ematics and science.32 Whether students learn more in charter schools than
in traditional public schools has yet to be ascertained by an independent
research team. 

Tax Deductions or Credits for Private Education 

In the late 1990s, two states—Minnesota and Arizona—facilitated parental
access to private schools by providing tax deductions or tax credits that can
be used to help pay the cost of private education. In Minnesota, families
earning less than $33,500 per year can claim a tax credit of up to $1,000 per
child ($2,000 per family) for school-related expenses, including costs

    ‒  

05-0201-CH 5  8/15/02  5:18 PM  Page 119



incurred in attending a private school, such as the purchase of books and
other educational materials—although a credit cannot be claimed for private
school tuition. Any family can claim a tax deduction for educational
expenses of up to $1,625 for students in kindergarten through sixth grade
and $2,500 for students in seventh grade through high school. Private school
tuition counts toward the deduction.33 Demonstrating its popularity, 37,951
Minnesotans claimed the tax credit in 1998, averaging $371 per credit. (In-
formation on the deduction is not available at this writing.)34 In Arizona, any
person who contributes to a foundation that provides scholarships to stu-
dents attending private schools may receive a tax credit of up to $500. Again,
this program has proven popular, with 5,100 Arizonans claiming the credit
in the first year.35 If this practice should spread to other states, the number
of students attending private school might increase in future years. 

Although research on the operations of these programs is not yet avail-
able, other information about the place of private schools in the U.S edu-
cational system is extensive because private schools offer the oldest form of
school choice—dating back to before the Constitution was ratified. At that
time, education was privately provided, mainly by schools that had a reli-
gious affiliation. Those who wanted to enhance people’s educational
opportunities sought to do so by means of voucher-like arrangements. For
example, when the radical populist Thomas Paine proposed a more egali-
tarian system of education, he recommended that government provide
monies to parents so that they could send their children “to school, to learn
reading, writing and common arithmetic; the ministers of every parish, of
every denomination to certify . . . that the duty is performed.”36

State-operated schools were constructed in the United States only many
decades later, largely in response to the migration of poor Catholics from
Ireland and Germany into the large cities of the Northeast in the 1840s. In
1852 the Boston School Committee urged that “in our schools they [the
foreign-born children] must receive moral and religious teaching, powerful
enough if possible to keep them in the right path amid the moral darkness
which is their daily and domestic walk.” Horace Mann, the first secretary
of education for the Commonwealth of Massachusetts, explained the need
for public schools in the following terms: “How shall the rising generation
be brought under purer moral influences” so that “when they become men,
they will surpass their predecessors, both in the soundness of their specu-
lations and in the rectitude of their practice?” When Mann established
public schools in Massachusetts, the new institutions won praise from the
Congregational journal New Englander, which excitedly exclaimed in lan-
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guage that anticipated the phrasing (if not quite the sentiments) of the
Gettysburg Address: “These schools draw in the children of alien parent-
age . . . and assimilate them to the native born. . . . So they grow up with
the state, of the state, and for the state.”37

Over the ensuing decades, public schools grew rapidly, and the share of
the population attending private schools shrank substantially. In some
states—most notably Nebraska and Oregon—the state legislature at-
tempted to consolidate state power over the education of children by clos-
ing private schools, but key Supreme Court decisions declared such actions
unconstitutional.38 Nonetheless, the share of the population educated in
private schools dropped steadily throughout the late nineteenth and early
twentieth century until by 1959 the percentage of students attending pri-
vate school was but 12.8 percent and by 1969 as low as 9.3 percent.

After reaching this nadir, the place of the private school began to stabi-
lize and edge back upward. By 1980, 11.5 percent of students in kinder-
garten through twelfth grade were attending private schools, a number that
has stayed relatively constant since then.39 Families who could afford the
cost of private education began to conclude that they needed to consider an
alternative to what was being provided by the public sector.

The image of private education held by some is of an expensive day
school catering to well-to-do families or an exclusive boarding school
attended by college-bound “preppies.” The reality is quite different. Most
private schools have a religious affiliation, modest tuition, and limited facil-
ities. Nationwide, the average private school expenditures per pupil in
1993–94 were estimated at $3,116, considerably less than the public
school expenditure per pupil, which was $6,653.40

Inasmuch as private schools have fewer fiscal resources, for many years it
was generally believed that the education provided by these schools was, on
average, inferior to the education provided by public schools. As a result,
researchers and policymakers were surprised when a national study, funded
by the U.S. Office of Education, undertaken by a research team headed by
the respected sociologist James Coleman, found that students attending
Catholic schools outperformed public school students.41 This result was
obtained even after Coleman and his colleagues took into account family
background characteristics that also affect school performance.

Coleman’s findings were so surprising and upsetting that they were sub-
jected to careful scrutiny. Many methodological issues were raised, and
numerous similar studies have subsequently been undertaken. Some schol-
ars continue to find that students learn more in Catholic and other private
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schools; other scholars do not detect any differences.42 Two conclusions
may be drawn from the literature, taken as a whole:

—Students, on average, learn at least as much in Catholic schools. 
—Although it is not altogether clear whether middle-class students learn

more in Catholic schools, low-income minority students clearly do. For this
segment of the population, private schools provide a definite advantage.43

Where access to private schools is more readily available, their presence
seems to provide desirable competition that spurs a positive response from
public schools: The test scores of public school students are higher, the
likelihood that public-school students will attend college increases, and the
wages they earn later in life are higher.44

Home-Schooling 

Home-schooling constitutes one of the more rapidly growing segments of
the American educational system. Although home-schooling has an envi-
able historic record—Abraham Lincoln was home-schooled, and so were
Theodore and Franklin Delano Roosevelt—as late as 1980 only three states
explicitly sanctioned the practice. But between 1982 and 1992, thirty-two
states changed their compulsory school attendance rules to allow families,
under certain conditions, to educate their children at home.45 In recent
years home-schooling has grown rapidly, though the full size and extent of
home-schooling is unknown; estimates of the number of students who are
home-schooled vary between a half-million and 1.2 million.46 Despite the
fact that at least one study suggests that home-schooled students are learn-
ing more than students in traditional schools, the recent growth in home-
schooling has generated a good deal of controversy.47 When a charter
school in California offered its services to home-schooled students over the
Internet, the state legislature passed a law limiting the practice to students
within the county and adjacent counties.48 Nonetheless, as the Internet’s
educational potential is more fully exploited, it is likely to give further
impetus to the home-schooling movement.

Voucher Programs 

Residential selection, magnet schools, interdistrict enrollment, private
schools, and charter schools are mechanisms that provide options to a wide
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range of groups, but on balance these options, when taken together, tend to
give more choice to middle-income than to low-income families. Publicly
and privately funded vouchers, as currently designed and operated, serve
almost exclusively a low-income population. In this respect, they provide in
a few places a significant, egalitarian complement to other choice programs
by offering choice opportunities to those who otherwise have none.

Publicly Funded Voucher Programs 

The three publicly funded voucher programs are to be found in Cleveland,
Milwaukee, and the state of Florida. In Cleveland, students began matric-
ulation in private schools in the fall of 1996; in the fall of 1999 the num-
ber of participating students was nearly 4,000. In 1999 students received a
scholarship of up to $2,250, substantially less than the amount spent per
student by Cleveland public schools or the amount provided to students at
community schools. 

The Milwaukee program, established in 1990, originally allowed students
to attend schools without a religious affiliation. Only a few hundred students
participated in the program in its first year. In the 1998–99 school year, the
program, after overcoming constitutional objections, was expanded to include
religious schools, and the number of participating students in 2000 increased
to approximately 12,000. In that year participating students received a schol-
arship or voucher of up to nearly $5,000.49 In the fall of 1999 a small num-
ber of students became eligible to participate in the Florida program when the
legislature said that students attending “failing” schools could apply for vouch-
ers. In that year participating students could receive a scholarship or voucher
of up to $3,389.50 Initially, only two schools met the legislative definition of
failing, but many more were expected to fall within this category in subse-
quent years. But no additional students became eligible in 2000, because the
concept of failing was redefined and the performances on statewide tests of
students attending potentially failing schools improved. In all three of the
publicly funded programs students are selected by means of a lottery if the
number of applicants exceeds the number of school spaces available.

Privately Funded Voucher Programs  

In the United States, the private sector often plays a major role in social
experimentation. Ideas that are initially too untried and controversial for gov-
ernments to attempt will often be explored by private or nonprofit entities
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with the sponsorship of tax-exempt private foundations. The Ford
Foundation sponsored the “gray areas” program that became the model for
the community action program of the War on Poverty established in 1965.51

Results from evaluations of privately funded preschool programs provided
the impetus for Head Start. Privately funded services for disabled students
antedated and facilitated the design of the federally funded special education
program enacted in 1975.52 In all cases, privately funded programs provided
important information to policymakers about the potential value of a social
innovation. 

Learning about school vouchers is taking place in much the same way.
Several privately funded voucher programs are providing valuable infor-
mation about how voucher programs operate in practice. These voucher
programs differ from traditional scholarship programs in two important
ways. First, the offer of the voucher to students is not conditioned on stu-
dent performance. If more applications are received than can be funded by
resources available to the private foundation sponsoring the program, the
vouchers are distributed either by means of a lottery or on a first-come,
first-served basis. Second, the scholarship is not tied to a particular school
or religious denomination. Instead, a family may choose from among a
wide variety of participating secular or parochial schools with different reli-
gious affiliations. In these ways, the private programs are approximations of
what is developing in the public sector.

The privately funded voucher programs that have been studied by inde-
pendent research teams are located in Dayton, Ohio; the Edgewood school
district in San Antonio, Texas; Indianapolis; New York City; and Washing-
ton, D.C. The major characteristics of these programs as well as a number
of additional scholarship programs are described in table 5-1. 

Relationships among School-Choice Programs 

One cannot understand the full range of school choices available to fami-
lies apart from an appreciation of the relationships among the wide variety
of programs and policies that have been outlined. In every state, families
have some choice of school, even if it is limited to paying for a private edu-
cation or choosing to live in a neighborhood served by a school the family
thinks desirable. In many metropolitan areas, including Cleveland, families
can also choose among magnet schools, charter schools (called community
schools in Ohio), and a voucher program. 
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When several programs are located in the same place, they can affect one
another in important ways. Schools that once participated in a voucher
program may establish themselves as charter schools, perhaps because char-
ter school funding generally exceeds state funding under voucher pro-
grams.53 Parents with students in private schools may decide to save money
by enrolling their children in charter schools instead. 

All of these choice programs provide traditional public schools an incen-
tive to improve their practices in ways that will maintain their enroll-
ments—and the per pupil state aid that they have previously received.
Already there is some evidence that the availability of school vouchers is
affecting public school policies and practices. In the Edgewood school dis-
trict in San Antonio, Texas, for example, the local school board accepted
the resignation of its superintendent and, in a reversal of an earlier decision,
began requiring students to wear school uniforms.54 In Florida, the first
two schools judged to be failing by the state—and therefore placed imme-
diately in the voucher program—made significant policy changes after
receiving their ignominious designation. One school introduced uniforms,
a new phonics reading program, and class-size reduction in kindergarten;
the other introduced Saturday and after-school tutoring sessions and had
school staff visit parents at home to discourage truancy. Both schools have
begun to focus on the basics of reading, writing, and math, in part by hir-
ing more full-time reading and writing specialists.55

Within a year of the enlargement of the voucher program in Milwaukee,
a new school board, elected in a hotly contested race, accepted the resig-
nation of the school superintendent and announced its determination to
respond to the challenges provided by the new choice arrangements. In
Albany, New York, all the students at a particular elementary school
(deemed to have the lowest scores in the city) were offered a voucher by a
private individual; the school board responded by changing the principal,
the teaching staff, and the curriculum. 

More systematic evidence is available from ongoing research on other
choice experiments. According to a study of the impact of charter schools
on traditional public schools in Arizona, “districts that have lost large num-
bers of children to charter schools make efforts to win those children back.
Sometimes those efforts pay off.”56 Similarly, in Massachusetts, districts
losing students to interdistrict programs are making efforts to retain their
student body, with some apparent success.57

These are only preliminary pieces of information. It is not yet possible
to know how this ferment in American education, which is undoubtedly
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giving families greater choice than previously available, will affect educa-
tion policy and governance in the long run. Nor do we know for certain
how school choice will affect students and families in the long run. It is
important to continue to try out the full range of school options in a vari-
ety of contexts in order to determine which, if any, will benefit students
and their families over the long term. 

What Happens When Voucher Programs Are Introduced

Fortunately, a substantial amount of information is available about how the
most market-based of all choice programs, school vouchers, works in prac-
tice. A series of studies provide valuable information about the kinds of stu-
dents and families who participate in voucher programs; the effects of
vouchers on student learning; the school climate at voucher schools, and
the impact of vouchers on homework, school-home communications, and
parental satisfaction. In the remainder of the essay, I discuss some of the
issues that have arisen around these topics and report results from recent
evaluations. 

Characteristics of Voucher Recipients 

Critics say that voucher programs “cream” or “cherry-pick” the public
schools, attracting the participation of the most talented students and the
higher-income, better-educated families. As a consequence, public schools
will be left with an increasingly difficult population to educate and with-
out the support of informed, engaged parents. Defenders of vouchers
respond that families have little incentive to move a child from one school
to another if the child is already doing well in school.

Considerable information is now available on the types of students and
families who participate in means-tested voucher programs. In general,
there is little evidence that voucher programs either skim the best and
brightest students from public schools or attract only the lowest-
performing students. On the contrary, voucher recipients resemble a cross-
section of public school students, though in some cases they may come
from somewhat more educated families.

In the Edgewood school district in San Antonio, Texas, vouchers were
offered to all low-income residents. Those students who used the vouchers
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had math scores which, upon beginning their new private school, were
similar to those of students in public schools. Their reading scores were
only modestly higher. Voucher students were no more likely to have been
in programs for gifted students, though they were less likely to have been
in special education. Household income was similar, as was the percentage
of families with two parents in the household. Mothers of voucher recipi-
ents had, on average, an additional year of education.58

In Cleveland, the parents of students using vouchers had lower incomes
and the mothers were more likely to be African American than a random
sample of public school parents. Mothers had less than a year of additional
education beyond that of the public school mothers, and they were not sig-
nificantly more likely to be employed full time.59 And the voucher stu-
dents were not themselves the “best and the brightest.” On the contrary,
students with vouchers were less likely to have been in a program for gifted
or talented students than were children remaining in public schools. How-
ever, students with vouchers were less likely to have a learning disability.60

School Quality and Student Learning  

Proponents of school vouchers expect that schools will perform better—
and students will learn more—if families can choose their children’s schools.
They also predict that there will be a better match between the students’
needs and the schools’ characteristics; a stronger identification between fam-
ily and school; and greater competition among schools, which will spur each
to higher levels of performance. Critics of vouchers say that student perfor-
mance is mainly a function of a child’s family background and that little can
be gained by giving families a greater choice among alternatives.

Preliminary information about these issues can be obtained by examin-
ing both student test scores and the quality of the school experience,
including discipline within school, the amount of homework students are
doing, the communication between home and school, suspension and
school-mobility rates, and the level of parental satisfaction with the school.
In general, the information suggests that vouchers enhance students’ school
experience by giving them a more structured school environment, engag-
ing them in more homework, improving communication between home
and school, and raising the level of parental satisfaction with the school. 

 . The debate over student achievement is likely to con-
tinue for some years to come, not only because it is very difficult to mea-
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sure how much children are learning in school but also because different
groups and individuals have different views about what should be learned
in school. According to results from three randomized field trials, African
American students from low-income families who switch from a public to
a private school do considerably better after two years than students who
do not receive a voucher opportunity. However, students from other eth-
nic backgrounds seem to learn after two years as much as but no more
than their public school counterparts.61

     . It is too
early to know what impact vouchers will have on high school completion
rates and college attendance. However, information on the effects of atten-
dance at a Catholic high school are contained in a recent University of
Chicago analysis of the National Longitudinal Survey of Youth, conducted
by the Department of Education, a survey of over 12,000 young people.
Students from all racial and ethnic groups are more likely to go to college
if they attended a Catholic school, but the effects are the greatest for urban
minorities. The probability of graduating from college rises from 11 to
27 percent for a student who attended a Catholic high school.62

The University of Chicago study confirms results from two other analy-
ses that show positive effects for low-income and minority students of
attendance at Catholic schools on high school completion and college
enrollment.63 University of Wisconsin professor John Witte has concluded
that studies of private schools “indicate a substantial private school advan-
tage in terms of completing high school and enrolling in college, both very
important events in predicting future income and well-being. Moreover,
. . . the effects were most pronounced for students with achievement test
scores in the bottom half of the distribution.”64

 . School discipline seems to be more effective in
the private schools voucher students attend than in the inner-city public
schools of their peers. Parents and students who have received vouchers
report less fighting, cheating, property destruction, and other forms of dis-
ruption than do the students in public schools and their parents. 

In Washington, D.C., students in grades five through eight were asked
whether they felt safe at school. Twenty percent of the public school stu-
dents and only 5 percent of the private school students said they did not
feel safe.65 Nationwide information on public and private schools yields
similar information. A survey undertaken by Educational Testing Service
found that eighth-grade students encounter more such problems in public
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than in private schools. Fourteen percent of public school students, but
only 2 to 3 percent of private school students, say physical conflicts are a
serious or moderate problem. Four percent of public school students report
that racial or cultural conflicts are a serious or moderate problem and 5 per-
cent say drug use is, while less than 1 percent of private school students
indicate that these are problems. Nine percent of public school students say
they feel unsafe in school, but only 4 percent of private school students give
the same response.66

. Parents of students in voucher programs report that
their children have more homework than do the parents of students in
public schools. This finding was consistent across a range of studies. In
Cleveland, parents of students in the voucher program were significantly
less likely than a cross-section of Cleveland public school parents to report
that “teachers do not assign enough homework.”67 In New York City, 55
percent of the parents with students in private schools reported that their
children had more than one hour of homework per day, while only 34
percent of a comparable group of parents with children in public schools
reported this much homework.68 Similarly, in the Edgewood school dis-
trict in San Antonio, half of the parents of students receiving vouchers
reported more than one hour of homework, while only 16 percent of par-
ents of students in public schools reported that their children had this
much homework.69

- . Parents of students in voucher
programs report more extensive communication with their school than do
parents with children in public schools. In Cleveland, “parents of scholar-
ship students reported participating in significantly more activities than
did parents of public school students.” A teacher survey also supports this
finding.70 Similarly, in New York City, parents of students in private
schools reported that they were more likely to receive grade information
from the school, participate in instruction, attend parent nights, and
attend regular parent-teacher conferences.71 In the Edgewood school dis-
trict in San Antonio, parents of students with vouchers were more likely to
report that they had attended a school activity at least once in the past
month than were parents of students in public schools. They were also
more likely to report that they had attended a parent-teacher conference.72

 . Many economists think that consumer satis-
faction is the best measure of school quality, just as it is the best measure of
other products. According to this criterion, vouchers are a clear success. All
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evaluations of vouchers have found higher levels of parent satisfaction
among parents receiving vouchers than among comparison groups of par-
ents with students in public schools. In Cleveland, voucher parents were
much more satisfied with their school than parents who had applied for
but did not use the voucher offered to them. For example, 63 percent of
voucher users said they were very satisfied with the academic quality of the
school, as compared to 29 percent of those who had not used them. Similar
differences in satisfaction levels were observed for school safety, school dis-
cipline, parental involvement, and class size.73

Some interpreted these findings as showing only that those who had
applied for but not received a voucher were particularly unhappy with their
public school, not that private school families were particularly satisfied.
Those who did not receive a voucher or scholarship might simply be
expressing sour grapes. To ascertain whether the “sour grape” hypothesis
was correct, the satisfaction levels of voucher parents were compared with
the satisfaction levels of a random sample of all of Cleveland’s low-income,
public school parents. Very little support for the “sour grape” hypothesis
could be detected. Voucher parents were considerably more satisfied with
the academic program, school safety, school discipline, and other charac-
teristics of the schools their children were attending.74

Conclusions 

Choice in American education is now widespread and has taken many
forms—charters, magnet schools, tax-deduction programs, interdistrict
enrollment programs, private schools, choice by residential selection, and
school vouchers. Many of these programs give greater choice to middle-
and upper-income families than to poor families. In this context, school
vouchers, as currently designed, provide an egalitarian supplement to exist-
ing choice arrangements. They do so without restricting choices to parents
with a specific religious affiliation or without any religious affiliation at all.
Given the widespread public interest in finding better ways of educating dis-
advantaged families, it is particularly important that pilot voucher programs
be continued so as to permit an assessment of the effectiveness of school
vouchers as tools for achieving greater equity in American education, espe-
cially since early evaluations of their effectiveness have yielded promising
results. If vouchers do not work, they will be discarded. If vouchers do work,
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their adoption will gradually spread. But if their exploration is prematurely
ended, the country will be denied a valuable tool that could help it consider
the best ways of improving its educational system.
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The Shape 
of the Network

6 .   

What we are promulgating is a set of social norms for which the various
licenses are actually just proxies.

 ’, personal communication, 
November 2000

M   the unleashing of a market in a previ-
ously government-provided service. What is happening with gov-

ernment on the Internet and with information products takes marketiza-
tion even further. In the rich tradition of creating nouns in the policy
disciplines, I refer to this as propertization.1 Marketization is about the uti-
lization of market forces to distribute artifacts (such as a kilowatt-hour or
a pound of postconsumer glass) already identifiable as subject to trade.
Propertization is the creation or re-creation of property from intangibles. 

The creation of information property, or information, is a necessary
enabler in the network economy. However, there is nothing predetermined
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particularly like to acknowledge R. Zeckhauser.
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about the market parameters defined by propertization. Thus there is noth-
ing predetermined about the network shaped by the resulting market. The
types of property rights created and how those rights are balanced with
other rights (such as speech and privacy) and values (innovation and
equity) are determinations being made now. The information market will
be bigger, but it may or may not be better, or even competitive, depending
on the parameters chosen now. 

It is my purpose here to examine how property and the property-rights
bundle are being defined. I classify the expansion of property rights into
three categories: information property, code as a distinct class of informa-
tion property, and information transport networks. I refer to these as con-
tent, code, and conduit. I discuss regulatory threads in the creation and
expansion of intellectual property around both words and code, and
changes in the regulation of transport networks. Together these trends
threaten the characteristics of the Internet that have enabled an inchoate
academic network to grow into an engine driving global prosperity. 

The creation of an information market requires the creation of a bundle
of rights that together create a tradable property. In the network society, the
information revolution, or information economy (or whatever nomencla-
ture is finally adopted), the size, duration, and reach of the bundles of
rights that are property are increasing monotonically. 

The creation of a market also requires the creation of a set of rules for
transactions that involve the newly defined property. With physical prop-
erty, the fundamental right has been the right of exclusion—the ability to
prevent another from accessing or using one’s property. The ability to
exclude others creates the greatest incentive to invest in physical property
and is thus the ideal outcome for society and for the individual.

With respect to intellectual property, the law has a fundamentally differ-
ent orientation: the goal is to create more property and ensure the most
fruitful possible use of that property. The goal of permanent exclusion of
others is antithetical to the fundamental goals of intellectual property pro-
tection. Copyright, trademark, and patent have all been modeled in order
to maximize the total amount of information in circulation. The total
amount of information in circulation—that is, the size of the marketplace
of ideas—is optimized by a short term of exclusion that creates an incentive
to create. There is no comparable motivation with physical property. No
owner of physical property is expected to return the property to the com-
mons after some defined period. Limits on the rights of physical property
owners would not expand the physical property marketplace. A physical
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property owner’s exclusive right to ownership does not prevent others from
creating additional property. However ill-suited, the linear model of prop-
erty (that is, that more protection yields more production) is replacing the
broader traditions of intellectual property. 

Simultaneously with the change in the conceptualization of intellectual
property, the ancient concept of the common carrier is being replaced by
vertical integration. Common-carrier regulations date from Roman times,
when the owners of ships were forced to have nondiscriminatory pricing
policies for those who would transport goods.2 There was an understand-
ing that an infinite number of ships could not exist and that trade was thus
optimized by limiting the property rights of the owners of the transport
infrastructure. That basic concept of common carriers held sway as private
investment built bridges in early modern Europe and as telegraph carriers
laid lines across the United States. When the basic concept of common-
carrier transport regulation has been forgotten, the result has often been
economic disaster leading to yet more regulations in the long term. In
America the resulting regulation of the railroads and the extensive broad-
cast regulation of what were open wireless networks are examples from the
last great economic alteration. It is not coincidental that the physical layer
as provided by the owners of local infrastructure is fundamentally con-
nected with the transport layer. This lesson is being forgotten, and the
result risks the closing of a network, the closing of the carrier layer on
which our information commons critically depends. (The lesson has been
forgotten, in the case of public Network Access Points [NAPs], yet this is
not my focus.)3

The construction of the Internet required available content, common-
carriage conduit, and open code. I argue that the policy definitions of code,
content, and conduit will alter the fundamental assumptions of the
Internet and that the principles currently embodied in the network are the
result of a particular set of assumptions and require certain regulatory reali-
ties. Those assumptions can be altered and will be shaped by the definition
of the information property that crosses the networks and the regulation
(or lack of regulation) of the wires on which the signals run. 

Some may argue that the innate nature of the Internet will prevent it
from being altered by definitions of property. John Gilmore’s concept that
“the net treats censorship as damage and routes around it” is a widely
believed myth.4 Yet the governmental takeover of B-52 in Serbia illustrates
that without virtual people real censorship is quite possible. Such a myth
should not guide policy. A similar error can be seen in the famous cartoon

 .  
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by Peter Steiner that carries the caption, “On the Internet nobody knows
you’re a dog.” Such a widespread assumption of anonymity reflects the abil-
ity to project false identity but does not negate concerns about privacy.

In short, the “innate nature” of the Internet is neither. Of course, the
Internet has no “nature.” It is entirely constructed. It is constructed on
protocols and networks that today have fundamental characteristics that
appear, in practice, to support democratic pluralism: content neutrality
and bidirectional information flow. All three of these—code, content, and
conduit—result from the design and implementation of the underlying
system. There was no natural outcome in the choices made by protocol
designers. The choices were made in a particular social environment. The
design of the protocols underlying the Internet resulted not only from
stated design goals (such as survivability) but also from certain social
assumptions (such as equality of users). The assumption that technology
has innate characteristics that will not be changed is referred to as techno-
logical determinism and has been widely discredited; technology and soci-
ety form each other in a complex dance of a thousand steps.5

The design characteristics of the Internet that have consistently been
said to support democratic pluralism are content neutrality, consumer
voice, and synchronous information flow. Together these add up to the
ability to create as well as consume content. At the technical level these
result from the “end-to-end” argument—a reference to the ability to inno-
vate. All two people need is compatible software on each of their machines;
the network will connect them regardless of how innovative or radical the
software is (radically good or radically bad). 

Content neutrality refers to the idea that information is transmitted
through the network regardless of the contents of the packet. This means
that owners of specific content could not, traditionally, cause their content
to be preferred over the content of others. Think of bits as water and the
information flow as water flow. There are a few ways to make sure that
water is transmitted to a particular location. One is to build very fat pipes
and send as much as can possibly be desired. This so-called fat-pipe strat-
egy was the Internet practice up to the late 1990s. A second way is to put
meters on the water and decrease demand. This is the strategy of the vari-
ous quality-of-service proposals.6 A third is to have a slow normal flow and
allow privileged areas to build tanks. This is the approach used by Akamai,
an Internet content distributor. Note that the need for content distributors
is in part a result of the failure of the governments or any self-governance
mechanism to create functional interconnection agreements. 
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The ability to speak as well as listen is critical to maintaining the oft-
heralded democratic implications of the Internet. But the ability to be
heard is being undermined in at least two ways. First, the creation of a
bundle of property rights for content producers prevents derivative works
or criticism. The Internet Corporation for Assigned Names and Numbers
(ICANN) and the expansion of trademark and copyright interests by
Congress are effective legal mechanisms for silencing criticism.7 In partic-
ular, the Digital Millennium Copyright Act (DMCA) is undermining
innovation by prohibiting individuals from reverse-engineering software. 

The second force undermining content neutrality is the marketization
of information flow. The Internet creates an affordable mechanism for dis-
tributing content by depending on best-effort transport and network
mechanisms. This means, using the analogy above, that no water can be
targeted or delivered more quickly than any other water because they all
use the same pipes. While this may be true of water pipes, it is not neces-
sarily true of bits, because bits can be self-identifying. The network can be
engineered so that widespread distribution of content requires contracts
with the holders of selected caches and discovery requires payment for
selected search engines. Engineering the network in this manner would
remove the advantage of cheap distribution and create a closed network.

Bidirectional information flow is the assumption that people speak as
well as listen. Synchronous information flow means that my machine can
send as much as it receives in a standard connection to the Internet: 56.6k
means 56.6k either way, uploading or downloading. Next-generation
broadband technologies are altering that assumption. Next-generation
broadband networks presume that home users are always clients and never
servers—for example, that people mostly listen, and speak only when
given permission by the owner of a server. Next-generation networks can
be built so that independent Internet service providers (ISPs) must jump
additional hurdles to reach clients and wireless users receive only infor-
mation selected by the marketer of connectivity, so that content is deter-
mined by conduit. Further, with closed code such decisions cannot even
be seen by the customer. 

In this discussion I touch on namespaces, markets, and governments,
with the common thread being how the construction of social and techni-
cal standards can create, negate, enable, or handicap civil society. The issues
I bring to light are often referred to in engineering as the “law of unin-
tended consequences”—meaning that the unintended consequences of a
widely adopted technology will overwhelm the design goals in the long
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term. I argue that these consequences, though unintended, can nonetheless
be predicted in the case of the policies and technologies being considered
now. This offers the promise that such consequences can be avoided. Policy
is very much like engineering in that at its best what is built is an infra-
structure that enables individuals and societies to pursue their goals with
efficient grace. They are also alike in that both policy and engineering are
invisible when successful and gracefully designed, and dramatically visible
when they fail. 

Code 

Is code a machine or speech? Should code be patented like a machine or
subject to copyright like text? Previous work has focused on the ethical
implications of code, a specific regulatory approach, industry practices, or
potential regulatory regimes for intellectual property as a whole.8

Code comes in several forms. First, there is source (or high-level) code.
Second is assembly code. And third is executable or binary code, which can
be disassembled or reverse-engineered into source code; but this is a diffi-
cult, tedious, and uncertain process. High-level source code is readable by
humans:

#include <stdio.h 

main() 

{ 

int a,b; 

a = 1; 

b = 2; 

printf(“%i\n”, a + b); 

} 

With some examination one can see that the code adds two numbers (a +
b) and prints out the result. 

Code may be translated to an interim form, which is called assembly.
Assembly is a low-level language, in contrast to high-level languages.
Assembly code consists of human-readable commands in the order in
which they are implemented: for example, move a previously stored num-
ber from one register to another so that the number can be loaded into the
arithmetic logic unit to be added. Grace Hopper’s invention of compilers
freed humans from writing in binary (see list below).9
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Alternatively, high-level code may be interpreted into a lower-level form
and then executed on a virtual machine. Interpreted code is compiled every
time it is run. LISP and Java are interpreted languages. In this discussion,
interpreted code can be considered equivalent to compiled code. Scripting
languages such as Javascript are interpreted every time they are run and
inherently distributed in source form. Similarly, HTML is simply a mark-
up language and the distribution is inherently open.

The following is annotated assembler pseudo-code for adding two
numbers:

ORG 0 The program begins at location 0
LDA A First number is at location A
ADD B Add number from location B
STA C Store the result in location C
HLT Stop computer
DEC 01 First number is 1 in base ten (e.g., decimal)
DEC 02 First number is 2 in base ten (e.g., decimal)
DEC 0 Sum stored in location C
END End of program

Machines read binary code. Machine code is specific to a particular
hardware and operating system. Interpreted code is specific to a particular
virtual machine, which can theoretically be run on any hardware with any
operating system. 

In licensed, proprietary software, users receive binary code, which can-
not be read by humans. This part of the binary code is for a particular
machine and a particular compiler, which does part of the work of adding
two numbers.

0010 0000 0000 0100 
0001 0000 0000 0101 
0011 0000 0000 0110 
0111 0000 0000 0001 
0000 0000 0101 0011 
1111 1111 1110 1001 
0000 0000 0000 0000 

Currently the protection of the various levels of code is complex. Code can
be subject to copyright, as with the Gnu General Public License (GPL).10

 .  
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Code can be the subject of trade secrets, and code can be patented. Because
it can be treated as a service, it can also be licensed. In particular, the Uniform
Computer Information Transactions Act (UCITA) would allow the produc-
ers of software to share the same very low levels of liability with custom pro-
fessional services customers, negating traditional consumer protection. 

Code is subject to trade secret. Microsoft is using a combination of con-
tract law and trade secret claims to prevent the publication of its imple-
mentation of Kerberos. Kerberos is an open standard or protocol. A pro-
tocol is a definition of the syntax and order of messages. Kerberos is used
to manage resources (such as websites, databases, or particular digital ser-
vices) that are protected by passwords. When you receive a response to
your submission of a password, you have usually interacted with Kerberos.
Microsoft’s implementation of Kerberos changes the protocol so that it no
longer works with traditional implementation.

To understand the importance of viewing code, a note on Microsoft
business practices is in order. Microsoft has a business practice called
“embrace and extend,” which is commonly referred to as “embrace, extend,
and extinguish” by those who have been so embraced. Microsoft
“embraces” a standard by implementing it and ensuring its compatibility
with Windows. Microsoft then “extends” the standard so that it is not
compatible with any but Microsoft products. With Linux, a Microsoft
competitor, making headway in the server market, making a cornerstone of
network security inoperable with Linux would leverage Microsoft’s
monopoly on the desktop to extend the hold to the server. 

In other words, in Microsoft’s view, Kerberos would be an ideal standard
to embrace, extend, and extinguish. The current Microsoft policy is to
allow individuals to look at source code on the web on the condition that
the user view and accept a contract prohibiting discussion or any public
exposure of the code. This could in practice prohibit open-code propo-
nents from making implementations interoperable with the new
“extended” Kerberos.

A reader of Slashdot.org, a community of open-code developers and
proponents, crafted a small program that allows anyone using it to view the
Microsoft Kerberos code without agreeing to the license provisions. By
clicking on the link provided on Slashdot to this small program, anyone
could see the Microsoft Kerberos code and never see the license. Using this
license bypass, another reader of Slashdot posted the Kerberos code.
Microsoft sued Slashdot on the basis that Slashdot was exposing a trade
secret. 
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Code can also be subject to patent. In particular, the algorithms used to
write the code can be patented. Algorithms are widely seen as ideas in the
scientific environment, even among those who own or are pursuing
patents. It is seen as a necessary practice required by bad law and worse
business practice. Software patents have been the subject of much derision
because they do not cover the implementation of a particular idea; that is,
they do not cover the particular coding of an idea but rather the concept
itself. This claim is in opposition to the written law of patents but is widely
shared among scholars.11

Patents and propertization have expanded the rights of patent holders
over innovators and consumers. Proprietary software and patents have
trumped consumers’ right to choose and know what they purchase, entre-
preneurs’ desire to add value, and scientists’ right to investigate. 

In addition, the legal definition of code is confusing and has no clear
underlying principle. Where clearly applicable principles exist in the law,
such as in the assignment of liability, those principles are not being applied
to code. The creation of code in its varying forms of property offers an irra-
tional distribution of liability; expands the rights of those who market the
code at the expense of consumer and citizen rights; and allows an excessive
fencing off of the commons through patents. 

Content 

Imagine that a builder could own all the papers taken into any building he
or she built, and that extracting the papers from the building is extremely
expensive, requiring a specialist with specific tools. Now imagine that that
building is your home or your office. Even detecting the surveillance equip-
ment and learning what information about you has been compiled and
resold would require special tools. But the law prohibits the use of those
tools. Who owns your ideas and who owns your business? Who owns your
identity? How much autonomy do you have?

Welcome to the world of the Digital Millennium Copyright Act. The
DMCA, which prohibits reverse-engineering, has enabled Microsoft to sue
programmers for speaking about the Microsoft implementation of a pub-
lic standard. The DMCA has enabled the prosecution of an innovative
programmer who unbundled Microsoft’s operating system (Windows) and
movie player (DVD content scrambling system). Because the program-
mer’s software allowed users to view movies on operating systems not made

 .  
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by Microsoft, and because the software enabled this unbundling by
decrypting the weak security of the Content Scrambling System (CSS),
this act of innovation is illegal. While the Department of Justice tries to
prevent the bundling of browsers with one hand, it requires the bundling
of video players with the other.12

You have just entered the office and the home of the future, according
to U.S. government policy. Imagine that your papers are digital and your
words are written in an application. You have no rights over the file format.
If the files were written in a secure (encrypted) manner, or even encrypted
with something as trivial as pig latin, any reverse-engineering to create a
compatible product would be prohibited. 

Trademark 

The old forms of property were defined as trade secrets, patents, and
copyrights. Intellectual property law is almost as varied and confused as
real property law, yet there are a few clear issues. The primary threads of
intellectual property law are trademark, patent, copyright, and trade
secrets. Trademark law was originally established to allow businesses to
distinguish themselves and prevent customer confusion.13 Trademark law
was applicable when one company presented itself in such a way as to be
confused with another. Trademark law has not been actionable in cases
where businesses with similar names were separated by lines of business
or geography.

The rights of trademark holders are being radically expanded on the
Internet with applications of trademark law not only to businesses but also
to geographic regions, union organizing drives (Historic Williamsburg),
artistic endeavors (etoys), and political speech (gwbush). Trademark hold-
ers are being given rights over speech that criticizes their commercial prac-
tices. In the case of Colonial Williamsburg, the Hotel and Restaurant
Employees Local 25 had a site both to unionize the employees in the area
hotels and to inform potential area visitors of the practices of the hospital-
ity businesses with respect to workers. The members of the union had been
working without a contract, while the employers were seeking federal per-
mission to import workers. On the basis that such a site harmed the iden-
tity of the businesses that had invested in the regional name Colonial
Williamsburg, the union was required to cease using the domain name
“colonial-williamsburg.com.” The court so ruled despite the fact that

     

06-0201-CH 6  8/15/02  5:19 PM  Page 147



Colonial Williamsburg is the name of a region, not of a particular business.
The union changed its domain name to “cwunions.com.” 

The result was to take away what was an effective bully pulpit for the
workers. Because some of the original site’s content was clearly political
and social speech, it was moved on the basis that the recipient of the criti-
cism had property rights, which trumped the speech and organization
rights of the union. Judge Rebecca Smith issued the injunction against the
union and for the hotels without union counsel present, stating, trademark
violations “can happen very quickly, potentially in minutes, hours and cer-
tainly days.”14

In another case, etoys.com sued etoys.org on the basis of trademark vio-
lation. etoys.org was the site for a performance art group whose speech was
entirely artistic. etoys.org preceded etoys.com on the Internet by several
years, but etoys.org had no legal recourse.15 There is no place in the current
domain name resolution policy or trademark law as it is being applied to
domain names for artistic, political, or critical speech. The only defense
available to etoys.org was public outrage. etoys.org maintained its domain
name only through an effective consumer boycott, yet there was no change
in legal doctrine despite the clear citizen outrage at the ability of etoys.com
to remove etoys.org’s domain name.16

A trademark is a valuable piece of intellectual property. Before the bat-
tles over domain names, trademarks existed for the purpose of differentiat-
ing products. Now propertization has expanded the property rights of
trademark holders by redefining the balance between trademark rights and
speech rights.

Copyright 

The radical changes in copyright law, intended to bring copyright to the
digital age, are evidenced in the Digital Millennium Copyright Act. Recall
that the objectives of copyright are to encourage and protect innovation
and to create a marketplace with the greatest amount of innovation. 

The best-known case being brought under the new copyright law is
known as the DeCSS case. The Content Scrambling System was not a
technical masterpiece. Its primary purpose was to create in code a protec-
tion of the business practices of the Motion Picture Association of
America (MPAA). Currently movies are released in different places around
the world. The Content Scrambling System controls when, how, and
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where movies are watched. It marks copies of otherwise identical movies
with location markers so that a movie meant to be sold in one region can-
not be resold in another (for example, through eBay). Purchased and
rented videos are watermarked to prevent consumers from making copies.
(Unfortunately this watermarking often prevents the digital tracking
mechanisms on video players from working, so that consumers get worth-
less goods, but that would be the subject of another paper.) CSS was
intended to control the legal viewing of movies, yet CSS was included in
a typical pirate copy and the pirate copy would fit well with the CSS-
enabled player. 

The factual core of the case is as follows. A young man in northern
Europe wanted to watch movies in France while on vacation. He had a
DVD player at home, with the television. He also had a portable com-
puter, which he took on vacation. His portable computer used the Linux
operating system, which did not allow him to watch movies protected with
the Content Scrambling System. In fact, even if his machine had had the
CSS, the machine would have been useless in France because the rentals
would play only on players identified with the region. 

Only machines with Microsoft or Apple operating systems can legally
use DVD players to play movies protected with the Content Scrambling
System. So this young man subverted the Content Scrambling System in
order to be able to rent videos and watch them while on vacation. He then
posted the code so that others could use it. In no case or court has it been
proposed that this young man, Jon Johansen, intended to copy movies in
order to avoid having to purchase them. He wanted only to be able to
watch movies he had already purchased or rented. 

Johansen and his father were arrested and brought to the United States
for trial. In addition to prosecuting this teenager and his father, the MPAA
has filed suit against every website that posts the DeCSS code or links to
the DeCSS code. Judge Lewis A. Kaplan issued a preliminary injunction
on January 21 ordering the 2600.com website and its ISP to cease posting
or in any other way “trafficking” in DeCSS. The fact that the posting at
2600 was in part to discuss the technical and legal merits of the DMCA
case was not held to be justification to allow posting or linking. 

So, in short, an information innovation that allows consumers who buy
or purchase movies to watch them on the operating system and in the loca-
tion of their choice is a felony. It is a felony even to discuss this debate at
the source code level. In other words, it is prohibited by law to take a movie
from New York and watch it in Amsterdam if the MPAA would like such

     

06-0201-CH 6  8/15/02  5:19 PM  Page 149



an action to be prohibited and can implement this prohibition in com-
puter code.

The findings in the DeCSS case will have tremendous implications.
Removing the option to innovate cripples the open-source and free software
communities. The bindings created by weak technical protections in bad
code can be sufficiently strengthened by criminal law to cripple the open-
code movement. Without free code there would have been no Internet. The
destruction of open code through the redefinition of patents and copyright
will prevent the evolution of an Internet that maintains democratic princi-
ples in design. Modern copyright law is radically extending the amount of
control copyright holders have over content and users of content. This is
not happening only in entertainment but also in education. 

Richard Stallman, founder of the Free Software Foundation, claimed in
1984 that password-protected, single-user, code-controlled textbooks and
reference books would eventually be introduced. At the time he was widely
seen as paranoid. From today’s vantage point it remains clear that having
medical reference books that become unavailable after the semester in
which they are used is over is not socially optimal. Yet Vital Source
Technologies is providing time-limited and user-specific digital medical
textbooks to universities to sell to students. Should a medical emergency,
or even a question, arise after the textbook’s life has expired, the student
would no longer have access to the text. These are exactly the controls
enabled by the Digital Millennium Copyright Act. Should the student who
becomes a doctor break the encryption that protects the content in order
to review the information, that doctor would technically be a felon, subject
to a $500,000 fine and five years in jail. Or, should a medical student lend
another student his or her textbook, both the lender and the borrower
could face similar penalties. The Copyright Office recently released the
acceptable reasons for circumventing encryption technology, and protect-
ing fair use for education is not among the exceptions. (Only computer
security research and breaking filtering software are allowable.)

The Digital Millennium Copyright Act is radical legislation, judging by
its results. Intended only to protect modern business models, it has instead
negated fair use and limited speech rights. Although the income of the
movie studios is insignificant in comparison with that of the software
industry, some argue that movie production creates soft power for the
United States.17 Yet that soft power is most important in areas where the
DMCA and CSS would prevent users from watching the content. Soviet
citizens could not have watched American movies with the CSS in place.

 .  
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Similarly, today any person under a regime opposed to the United States
could be prevented from watching a movie protected with DeCSS because
the MPAA would never have released the content in that region. Smugglers
and sellers of information would have to be hackers as well as traders. 

In short, the DMCA harms American strategic interests, economic
interests, and the marketplace of ideas. The DMCA was seen as merely
enabling a market. Instead, it altered the right of content producers from
the right to sell their product to the right to control who uses the product,
in what locations, under what terms, and on what equipment. In addition
to this increase in control, DVD players that are network enabled also have
an “ET feature”—that is, the software phones home to the MPAA and
reports what material was watched, when, and under what conditions.
Breaking this surveillance software would make the user seeking privacy a
felon. The expansion of property rights under copyright is so extreme as to
undermine the original and fundamental tenets of copyright. 

Trespass to Chattel 

Thus is it clear that, increasingly, intellectual property rights triumph over
speech rights. A second significant area where property law is trumping
speech law is in the noble service of prohibiting spam. Under the doctrine
of trespass to chattel, narrowcast or broadcast e-mail can be prohibited on
the basis of content. In one case, a former Intel employee obtained an
employee e-mail list through public sources.18 He then sent his thoughts
about Intel, intended to be scathing, to Intel employees. Intel was able to
legally prohibit the ex-employee from sending his opinions to Intel
employees. The construction of the spam law is such that firms, including
ISPs, can object to mail entirely on the basis of its content. Given the con-
centration of the backbone and high-speed routing in the hands of very few
firms (in many regions and nations just one firm), the ability to limit dis-
tribution of speech offers a very real concentration of power.19 Badly writ-
ten definitions of spam have defined as chattel the networks of those who
connect to the Internet. Such a definition allows network owners to reject
content; the effect is propertization that overpowers listeners’ right to hear.
This practice has already been widely used in the America Online (AOL)
network. AOL users are not allowed to come together to discuss topics of
which AOL management disapproves. In particular, users are not allowed
to organize to discuss AOL rates. Certainly the company will not consider
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any filtering or surveillance that AOL and Time Warner choose to imple-
ment to be worthy topics of conversation. Current definitions of spam
allow the network provider to censor information that the user may want
to hear. Combined with the lack of open-access requirements, this means
that AOL and Time Warner will be able to determine the information
available to homes in their service area by deciding which e-mail, television
channels, discussion groups, and web content are acceptable. Spam laws
will provide the force of law to AOL should users attempt to make anti-
AOL speech widely heard.

A Proposal for Code and Content 

Given the critical comments I have made in this chapter, it is only fair for
me to offer alternative ideas of my own design for consideration. My own
perspective on how the different types of code should be regulated is sum-
marized in the following list.20

 .  

Models of protection

Code type Application

Code as a product or functional Patents (limited to specific 
invention implementations)

Object code (a functional 
invention)

Code as a professional service Custom code (code written 
once for a specific customer)

Code as embodied speech Source code
Ungoverned code Code in the public domain 

This is a coherent and cohesive proposal on at least three levels. First, it
treats executable code as if it were a machine. Code that is sold in executable
form is expected to work, as any other machine would work. Patents would
be granted for the particular design and implementation of an idea, not for
the algorithm or concept underlying the idea. Reverse-engineering would
be allowed for interoperability, as in the DeCSS case. These are the princi-
ples of machines, engineering, and innovation in the machine age. 

Code as a professional service would allow open-code creators to pros-
per. Open code is frequently used to create custom designs for specific con-
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sumers. In contrast, UCITA would provide the lowest level of protection
and consumer expectation for widely used source code. UCITA would sub-
ject custom code to the highest reliability constraints and mass-marketed
code to no constraints. This is clearly an irrational distribution of liability.

Treating source code as embodied speech is not ideal because it is possi-
ble to write code that functions but cannot be read. The code-as-speech
analogy fails on this one point. In order to be functional and useful, speech
must be readable by humans, but the same is not true of code. Open code
can be made difficult to read, and it is possible that spaghetti code would
proliferate under such a regime, in order to avoid the liability associated
with the manufacture of machines.21 Yet badly written code proliferates
now, so even the worst-order effect would produce nothing worse than the
status quo. 

My proposal would leave open the question of the extent of copying
allowable under fair use. Yet it would solve the problems of excessive pro-
tection of code and content and irrational assignments of liability; and it
would not undermine open code. This framing fits well with what can be
said about the open-code agenda. This agenda is based on “funding for
basic research, avoidance of excessive intellectual property protection, and
enforcement of open-source licenses—or the policies can be direct—gov-
ernment funding for open-source developers and government promotion
of open-source standards.”22 Other members of the community also seek to
create economic mechanisms that can support younger hackers trying to
build reputations.23 This objective is at least not harmed by these propos-
als, and the rational application of patents would allow young innovators
to innovate. 

Another alternative is a strict limit of five years on copyright.24 The
argument against this is that such a change would destroy the free software
and open-source communities that depend on copyright. Furthermore,
code, unlike prose, is not readable just because it is open. Obtuse, com-
pressed, and unreadable code can provide almost as little information as
closed code, as an annual competition held by Carnegie Mellon Uni-
versity to write unreadable code clearly illustrates. Another alternative is to
retain copyright and limit its use. This requires rejecting the Digital
Millennium Copyright Act and protecting fair use. Recalling the forgot-
ten wisdom of the importance of common carriage and the value to con-
sumers in trademarks is critical. Yet any and all of these proposals would
require a government that sees itself rightfully as the creator, not the hand-
maiden, of markets. 
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Conduit 

Conduit has been used in telecommunications to refer to the medium of
transmission. The word itself reflects that the transmission medium is sim-
ply that: a conduit for something else rather than intrinsically valuable in
and of itself. Yet it also reflects the reality of telecommunications that it is
not the wire or cable that is valuable, but its placement. The most expen-
sive element is the labor of putting the cable in place—making the wire
into conduit. 

The Internet was enabled by interconnection. The ability to connect
modems to telephone systems was hotly contested by the telephone sys-
tems. AT&T sought to prohibit connections as benign as a small plastic
cup on the receiver to improve the clarity of the speaker’s voice (the Hush-
A-Phone), and if the courts had upheld this claim to network purity the
Internet would have remained exclusively an academic pursuit. 

The interconnection of networks requires open standards, open pro-
tocols, and open implementations of the code that implements these
standards and protocols. A protocol is a description of an ordered set of
messages to implement a specific task. A standard may be an implemen-
tation of a protocol for a particular environment (for example, the
Internet protocol [IP] over coaxial cable) or a description of the goals that
should be met by a protocol (see various International Standards Organi-
zation [ISO] standards).25 Code is the implementation of a protocol as
described in a standard. In this section I discuss how the rules governing
conduit are changing and how the technologies being built in this time
of transition are in opposition to the practices of common carriage and
interconnection. 

The dominant high-bandwidth technologies in the home are digital
subscriber line, cable Ethernet, and wireless. Each of these involves con-
duits and regulations that enable a one-way system, with the result being
that there is emerging an oligopoly in content control based on owner-
ship of the wires.26 Consider for a moment the developments that have
driven cable Ethernet and high-speed phone line (xDSL) services.
Initially there was stasis, with no line of business threatening another.
Packet-switched technologies enabled convergence as early as 1980, but
there was no driving business logic pushing companies to abandon their
cash cows. The rush for broadband to the home arrived with the creation
of direct broadcast satellite and threatened the income flow of the own-
ers of the cable infrastructure. Competition with direct broadcast satel-

 .  
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lite companies forced cable companies to upgrade their services and net-
works. When cable companies with upgraded networks began to offer
high-speed network connections, they could compete directly with the
small-office and home-office markets that were purchasing T1 and T3
frame relay services at ten times the cost from local telephony providers.
Before this competition existed there was no reason for the phone com-
panies, cable companies, or wireless companies to roll out services that
would require massive investment in the network and gutting the com-
panies’ profit margins in their core markets (data, pay TV, and mobile
voice, respectively). Thus competition is without question the critical
driver in the marketplace. And competition and common carriage are
not only complementary; competition in service provision requires com-
mon carriage.

Phone Lines 

Phone lines are being moved to the next generation with asynchronous
digital subscriber line technologies, known as xDSL.27 DSL is of interest
for several reasons. Phone lines consist of sets of wires, each individually
clad with insulating material and then twisted together and clad a second
time. Thus discussions of phone wires often refer to a twisted pair, even
though modern phone lines have more than two wires.

Phone company rollouts of DSL are closely correlated with rollouts of
cable modems. Cable modems are closely associated with the availability of
direct broadcast satellite services. In fact, ISPs could provide DSL-
equivalent technology by using the clean copper provided for alarm cir-
cuits. When the purchase of alarm circuits for cheap data transmission was
noted by the phone companies, phone companies responded by refusing to
offer new alarm circuits. Thus even when there is money to be made, com-
panies will prevent innovation when it is a radical departure from their
way of doing business and cannibalizes far more profitable offerings. Phone
companies were content to have data lines remain forever segregated into
modem lines and expensive frame relay lines. The principle of inter-
connection, if applied to alarm circuits, would have allowed a far earlier
rollout of DSL. Thus the arguments against open access—arguments that
say monopoly returns the best investment in infrastructure—have been
proven wrong in the case of telephony. 

Digital subscriber line (DSL) technologies enable broadband speeds over
telephone wires. DSL technologies are much slower than cable technologies
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for a single subscriber’s link because the two telephone wires are a twisted
pair of wires. Thus while telephone technologies may continue to increase
data transmission rates, the coaxial cable has a fundamental physical advan-
tage in terms of the interaction of the currents in the two wires, so cable will
always be able to provide higher throughput than a twisted pair. However,
just as with cable companies, phone companies are slowly pulling fiber
closer to the home. Thus any analysis of hybrid fiber coaxial cable should
compare it with a hybrid fiber twisted pair, not with a twisted pair. 

Cable provides more bandwidth on a single line, yet DSL may provide
more bandwidth for a single subscriber. DSL provides each subscriber with
his or her own line up to the switch. Thus the higher bandwidth provided
over cable is shared by multiple households for the last mile. The lower
overall bandwidth provided by DSL may be higher than the cable band-
width to a particular home depending on the intensity of the use of
Internet services on the street or in the neighborhood. 

Recall that the first point of interest is that competition increases roll-
out. The second point is that DSL technologies are often asynchronous.
DSL technologies may expect the user to listen rather than speak. DSL ser-
vices, however, can support home servers. DSL offers in the Boston area
often include fixed domain names, with the purpose of enabling servers. Of
course this is in part because the DSL market targeted by the phone com-
panies is the small-office and home-office (SOHO) market. DSL contracts
do not prevent the user from setting up his or her own server. DSL offers
open access and is not bundled with content.28

DSL technologies enable users to speak as well as listen. When possible,
DSL technologies were delayed by phone companies, even when the com-
panies were offering their own ISP services. A stronger requirement for
interconnection and service guarantees could have provided DSL services
far earlier. However, some believe that allowing phone companies to offer
the service with only the phone companies’ ISP would have encouraged
faster rollout. Yet even with the increased income from ISP subscriber fees,
the phone companies would not have had economic justification to canni-
balize their frame relay services. 

Wireless 

Wireless systems may be built in a manner that enables fully synchronous
information flows or as a strictly broadcast model where the user is a pas-
sive recipient. Consider synchronous networks. Point-to-point microwave

 .  

06-0201-CH 6  8/15/02  5:19 PM  Page 156



networks are an example of this type of architecture, as are some third-
generation cellular technologies. 

Consider asynchronous technologies. Wireless systems may be built
with the assumption that the greater bandwidth is downstream—that is,
with the assumption that the user is a listener. This is most common with
wireless systems that depend on satellite downlinks because low back-
channel bandwidth allows for lower power and cheaper home equipment.

The greatest threat to the end-to-end argument comes from the wire-
less access protocol (WAP), which is not HTML compliant. WAP inter-
acts with wireless markup language (WML) rather than with HTML.
WML addresses the low-bandwidth and limited-screen-space issues with
wireless.29 However, WAP does more than that. WML rewrites simple
HTML so even the most basic tags (such as a link or a page break) no
longer mean the same thing in WAP that they do in HTML. Thus
authors who would speak to the world must write two versions of a web
page: an HTML version and a WAP version. The market as currently con-
structed does appear to be addressing this: there is currently a consumer
WAP-backlash. 

All intelligence in WAP is built into the gateway rather than the end-
point, which means choices are made or delineated at the gateway, not by
the user. The relative intelligence required in a machine to support a
browser client is more than that available in a handheld device (such as a
HandspringVisor or a Palm Pilot) or a modern cellular phone. Moving
intelligence to the gateway is a fundamental rewrite of the network proto-
cols, which ends the end-to-end argument. The distinction between
obscure protocol elements such as the style of acknowledgments and
encryption may seem trivial until one notes that these all require one fun-
damental design assumption—that the WAP user connects to a predeter-
mined gateway and the gateway defines these services. The services pro-
vided at the gateway include content selection and portal provision. Note
that concurrent with the development of WAP, the Internet Engineering
Task Force (IETF) is developing protocols to enable transactions over wire-
less networks. However, the IETF assumes some processing capacity in the
wireless receiver and the ability to change providers. IETF places a pre-
mium on interoperability and flexibility. The IETF proposals and the WAP
proposals are not interoperable. 

Imagine if you had to buy a new computer to change ISPs or to select a
new portal or home page. This is the choice offered the user by WAP. WAP
systems connect conduit and content. 
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Cable Ethernet 

The differences between Ethernet and cable Ethernet connection are pri-
marily contractual and regulatory. A core policy difference is the (lack of )
open-access requirements. In addition, it is worth mentioning that many
providers of cable Ethernet contractually prohibit users from setting up
servers. This prohibition is interesting for three reasons. One, it forbids the
user from using certain technologies that allow a machine to serve others
and be a client itself. Possibly prohibited are highly distributed computing
applications, of which the SETI program is the best known. Similarly, this
prohibition in theory covers the use of Napster and its many clones and
derivatives (such as Gnutella). All peer-to-peer computing is, in theory,
prohibited by contract. Again, as with the phone companies and DSL, the
cable companies have a specific business model. These companies are unin-
terested in any innovation that may alter that model. 

Most important, the inability of user computers to be servers over cable
Ethernet means that the cable Ethernet provider does not support home
servers. The expansion of this high-bandwidth network topology to the
home should mean that all users could provide simple servers. That is,
everyone could be a publisher on the Internet on equal terms, as in the days
when Usenet dominated dialogue. Combined with a domain name system
that is hostile to small users and free speech, this lack of technical support
threatens the potential for democracy on the Internet. 

Ethernet as implemented in cable networks is quite capable of support-
ing multiple providers and supporting servers. However, some of the net-
works are being built in a manner that prevents open access. Open access is
a traditional requirement of owners of conduit so that all may speak on
equal terms. The new terms of connection are an example of propertiza-
tion—that those who own fast conduits own the data and eyeballs of those
they connect. The regulation of the transport layer of Ethernet ignores the
fundamental reality of common carriage: that transport networks need to be
open for all comers to optimize economic growth. In an information econ-
omy, the transport networks need to ensure the free flow of information. 

With the AOL Time Warner merger the assumption is that users should
see what is determined by conduit owners. Furthermore, the AOL-Warner
policies and protocols make certain that users are allowed to speak only in
limited arenas and on approved topics. AOL, for example, allows only
those in positions of authority in the corporation to broadcast e-mail. In
addition to preventing subscribers from discussing its rates, it also does not
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support the creation of e-mail lists by its subscribers. AOL audits and
tracks all subscriber use, reserves the right to censor web pages, does not
support user-owned domain names, and prevents user innovations. Sadly,
AOL will be the only option available to many Americans for high-speed
Internet access, which means that many Americans will not have access to
the two-way Internet but rather carefully controlled access where offending
AOL is not allowed. 

Caching 

Caching is the storage part of the store-and-forward network. A network
cache holds packets while waiting for the call to forward them. As packets
and information are routed, temporary copies are made (and cached) in
servers across the network. When the network is congested, each router
chooses which bits to forward and which bits to discard. (Congestion
occurs whenever the demand for network services is greater than the sup-
ply.) Similarly, servers choose which bits are kept, in case another copy is
needed, and which are deleted. Such decisions have long been made on the
basis of technical efficiency using variables such as protocol and file size.
For example, it is unlikely that many people will request an e-mail but very
likely that many people will request a web page. So e-mail protocol-based
messages are not stored for later local use, while web pages are. 

There are several levels of storage across the network. There are caches
at the point where the local area network and the wide area network con-
nect. There is a cache on each individual hard drive and a cache where the
wide area network meets the Internet. Caching choices have traditionally
been driven by research on networks. Of course, there is some suggestion
that studies of the networks of research institutions may be misleading,
because researchers’ use of the Internet varies somewhat from the average
surfer’s.30 Yet regardless of the efficacy, the practice of caching in the net-
works of the 1990s has been to minimize transmission and optimize net-
work performance.

The practice of optimizing network performance as driven by user
desires for content has been altered with the entrance of ISP provider
Akamai into the market. Dave Clark, past head of the Internet Archi-
tecture Board and senior network researcher at MIT, is fond of saying,
“The Internet routes packets and Akamai figures out how to route the
money.” Akamai provides caching at strategically chosen network points in
order to provide higher-quality network service for those who pay for the
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space. Thus information provided by rich backers can be provided quickly
and made universally available, while speech from random individuals,
nonprofits, and NGOs other than corporations can be slowed. 

Caching expands property rights by creating technologies that can alter
the fundamental assumptions of the network. There has never been regu-
lation of caching, only the social norms that assume that caches are
designed to optimize network performance. Thus while this change alters
the fundamental assumption of content-neutrality of routing on the
Internet, it is likely to be problematic only if transport networks are not
open. With open networks, consumers could choose to use a different
provider with different caching practices. 

Policy-Based Routing 

The Gilmore statement about routing around censorship has a foundation
in truth, and that foundation is IPv4, the Internet protocol as currently
implemented. Traditionally routing has been based entirely on engineering
concepts of efficiency (which can be very different from economic concepts
of efficiency). Policy-based routing enables the owners of routers to charge
differential rates for different customers and to block those who will not
pay the acceptable rate. Thus routing is moving from engineering concepts
of efficiency to more narrow economic concepts of efficiency. For example,
AOL could give priority to all Time Warner and AOL content, thus giving
AOL e-mail higher priority than video not owned by Time Warner. The
result would be time delay for video content not owned by Time Warner,
perhaps so long that such video would be difficult to watch. 

The losses in the embrace of policy-based routing are the following: the
loss of common carriage, the potential end of price certainty, the end of
overprovision, and the ability to remove content critical of the owner of the
router.

The first, the loss of common carriage, is covered earlier in this essay.
The second, the end of price certainty, would result in far lower adoption
rates of Internet services. Every known study of adoption and use of com-
munication technologies illustrates that individuals prefer a flat rate, even
when a flat rate is more expensive. Every telecommunications service has
adopted an increasingly simple fee structure over time. As fees become
more predictable, more users are able to use the service. The variance pos-
sible in monthly rates is the dominant driver of disconnection of the poor
in telephony.31

 .  
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The end of overprovision would vastly increase the cost of networks
over time, and policy-based routing could encourage scarcity. Although
traditional economics rarely sees scarcity as an inherently bad thing, those
interested in universal access and the ability to innovate with systems
requiring greater performance recognize that created scarcity is not ideal in
all markets. To return to the metaphor of physical property, a created
scarcity of water in an urban environment may make economic sense, but
it does not make sense in the policy arena, where death by dehydration and
cholera are not feasible options. 

The End of End-to-End? 

History is rich with battles over property rights and human rights. With
the recent battles over environmental laws, physical property rights have
been rewritten and balanced with the common good. It is easy to forget
that battles over property rights were a part of discussion about the abuse
of children (the abuse of animals was prohibited first) and the abomination
of slavery, and those same battles underlie environmental debates as well.
Just as the definition of physical property is an ongoing process, the defini-
tion of intellectual property will be at least as difficult. Yet it will be made
less difficult by recalling the lessons learned in the past with respect to com-
mon carriage and by addressing the meaningful distinctions between real
and virtual property. 

In information property the trend toward limiting real property rights
to create a functional and balanced market is being reversed. The theory
that there are no costs, only benefits, to the expansion of property rights is
applied in the extreme, thereby limiting opportunities for the exchange of
ideas and innovation. 

The issues of intellectual property are not linear. More control by own-
ers does not automatically lead to more innovation or investment. The bal-
ance between the commons and the private has been and continues to be
a complex question. The issues are no easier in the information realm, and
assuming away complexity does only harm. The democratic potential of
the Internet requires user-driven content: “On one side of the battle over
freedom of information are people who believe that sharing information
with other interested people is a good thing even if the information comes
from someone who does not want it to be shared. Individuals and compa-
nies that would prefer that the information remain proprietary are on the
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other side of the fight.”32 As Jack Valenti of the MPAA notes, his ideal pro-
tection time frame would be “forever minus one day.”33 Even the compro-
mise solution on content suggests that some content would “never be avail-
able in digital form,” with the canonical example being the movie The
Wizard of Oz.34 Valuable information was always meant to become part of
the commons, with copyright only a temporary monopoly. Now that trend
has been reversed, with information being made forever proprietary if it
becomes culturally valuable. This appears to be a global rush to fence in the
commons, beyond the point of reasonable economic returns.

The wires as well as the content are being closed. Open access refers to
the requirement that owners of transport networks (that is, conduit) must
resell the transport at reasonable rates to allow competition, particularly for
value-added services. Open access is common carriage. The current regu-
latory arguments suggest that companies will not invest in bringing high-
bandwidth services to the home without the ability to capture users and the
right to exclude content. History both near and far argues that the rollout
of services, in this case broadband services, is best served by truly compet-
itive forces and not by government-enhanced monopoly. Furthermore,
rejecting open-access regulation violates the fundamental tenet of telecom-
munications and centuries of transport regulation—interconnection and
common carriage. 

Competition in transport and common-carrier status can be and has
been compatible.35 The defeat of open access allows technology that ex-
pands the rights of network holders over the traditional rights of liability-
exempt common carriers. In this case it is the regulatory redefinition that
allows transport network holders to fence in their users, withholding from
them the information commons. 

Freedom of ideas, freedom to innovate, and freedom to speak should
belong to all citizens, computer users as well as companies. The Internet
has enabled all of those things, simply by its construction. Yet the con-
struction of the Internet is not the result of its innate nature. Being entirely
constructed, it can be entirely reconstructed, so that the open and free part
of the Internet returns to technologists and scientists while the bulk of the
population receives the AOL version. IP over everything is a choice, an
optimal choice for the information commons but not for the individual
income-maximizing players.

Under the banner of progressive “un-regulation” the Federal Com-
munications Commission (FCC) is encouraging the creation of closed

 .  
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broadcast-style networks. The courts are expanding property rights to
include the right to prevent speech unwelcome by the property owners,
even if the occupants of the virtual property are interested in the speech.
Congress has passed legislation (the DMCA) that denies even the most
basic rights of speech, evaluation, and full information to citizens, thus
redefining us as consumers of narrowly licensed information goods. This
act is supported as a simple definition and modernization of contracts for
information property, with no examination of the long-term costs or the
implications for civil society. 

Governments create markets, except in the most primitive barter soci-
eties. In the creation of post-convergence markets, governance faces a fork
in the road. Many governments believe that their decisions are enabling
Internet commerce and thus choose as guides only stakeholders in the pri-
vate sector. Yet the power of the government is to create the market.
Ignoring government power when “enabling” a market does not decrease
that power; rather it increases the unintended consequences. By expanding
the rights of intellectual property holders in a misguided attempt to moti-
vate production, abandoning past commitments to interconnection in net-
works, and forgetting principles of democratic leadership by taking the
role of mere handmaidens to the market, governments are creating a mar-
ketplace in which democratic principles will be subverted. Democratic gov-
ernments ignore their own strength only at the peril of democracy.
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T    have witnessed tremendous changes in finan-
cial markets. The dismantling of fixed exchange rates, rapid growth in

securitization, vast creation of mutual funds, and the advent of derivative
securities have altered the financial landscape in the United States and
around the world. The rapid evolution and expansion of these structures
has substantially enhanced the ability of market structures and forces to
channel capital to its most productive uses. Yet one major segment of
financial activity and regulation—one that touches almost every individual
directly—has remained broadly unchanged for almost three generations:
the federal insurance of deposits at U.S. commercial banks and savings
institutions. This chapter seeks to analyze the utility and efficacy of this
large public safety net that has been an integral part of the financial system,
that has been credited with “restoring public confidence and stability to the
banking system” in the 1930s, and that has also been blamed for causing
over $225 billion in losses during the savings and loan crisis in the 1980s.1

Despite its shortcomings, the essential structure and spirit of deposit
insurance have been retained based on the continuing view that banks

We would like to thank Richard Zeckhauser and participants of the Visions Seminar at
Harvard University for their valuable comments and suggestions. Any remaining errors are
our own.

Deposit Insurance: 
An Outmoded Lifeboat in
Today’s Sea of Liquidity
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perform the crucial task of liquidity transformation—accepting short-
term, liquid deposits and making longer-term, illiquid loans—thereby
directly affecting the successful channeling of savings to productive invest-
ment.2 This aspect of financial intermediation exposes banks to specific
liquidity risks, and it is these risks that are sought to be addressed, and
mitigated, by the federal provision of deposit insurance. Douglas Diamond
and Philip Dybvig provide the classic theoretical model that demonstrates
how liquidity transformation makes even sound banks vulnerable to bank
runs and explain the role of government provision of deposit insurance in
avoiding such runs.3 Most existing research and policy initiatives have
focused on this traditional view of banks. Consequently, they have missed
the profound changes that have ensued in liquidity provision and its impli-
cations for deposit insurance. In addition, there has been no systematic
effort to measure liquidity directly in spite of its central role in financial
intermediation. The objective of this chapter is to fill these gaps by explor-
ing changes in the banking sector at both the macro and the micro level
amid a rapidly changing financial environment. Our analysis indicates that
the relative role of commercial banks as liquidity transformers has con-
tracted significantly. This contraction is confirmed by an analysis of li-
quidity at the individual bank level using a liquidity measure that we
develop. This measure also reveals that the role of deposit insurance in
enhancing liquidity is marginal at best. Therefore neither insurance against
liquidity risk nor other rationales relating to equity, legitimacy, and stabil-
ity that we briefly examine withstand closer scrutiny as a valid explanation
for the federal provision of deposit insurance.

The laws that govern the U.S. banking sector today were designed over
sixty years ago in the aftermath of the Great Depression, when more than
8,800 commercial banks suspended operations within a five-year span
from 1929 to 1933. At that time, it was recognized that the liquidity trans-
formation role of banks made them vulnerable to a sudden, self-fulfilling
demand for funds that could lead to the collapse of an otherwise sound
bank. Because of the crucial role played by commercial banks as financial
intermediaries for the entire economy, it was felt that only a federal safety
net could prevent bank runs. Federal deposit insurance was instituted as
the most important component of such a federal safety net, the other com-
ponents being the discount lending window and the payment settlement
system. Today a multitude of government agencies led by the Federal
Deposit Insurance Corporation (FDIC) insure all bank deposits at U.S.-
chartered commercial banks, thrifts, and savings institutions up to deposit

     

07-0201-CH 7  8/15/02  5:20 PM  Page 168



levels of $100,000. Although federal law does not explicitly require deposit
insurance for commercial banks that are not part of the Federal Reserve
System, it is a virtual necessity for all depository institutions. Deposit
insurance covers 99 percent of deposit accounts and 65 percent of the value
of total deposits. The FDIC maintains two centralized deposit insurance
funds with a combined current capitalization of $40 billion (or 1.4 percent
of insured deposits) to bail out depositors in the event of the failure of
commercial banks and savings institutions.

A deposit insurance structure entails various costs.4 These stem from
the nature of moral hazard inherent in all insurance schemes along with
agency problems that affect the system’s public controllers. Moral hazard
encourages banks to assume riskier behavior because any gains from the
additional risks are enjoyed by the shareholders, while losses, if large
enough to cause the bank to collapse, are borne by the public exchequer.
The moral hazard problem is exacerbated by the poor incentives of fully
protected depositors to monitor the risk profile of banks and demand com-
mensurate interest rates on deposits. The system is also plagued by excess
regulatory forbearance due to delayed remedial action on problem banks
by regulators hoping for improvements that might avert collapse and thus
hide their prior lack of oversight. Edward Kane identifies the adverse incen-
tives of fixed-rate deposit insurance and belated bank closures as the most
important factors in explaining the catastrophic savings and loan crisis of
the 1980s that required the closure or bailout of about 2,000 banks and
savings and loan associations.5 Similarly, Asli Demirgüç-Kunt and Enrica
Detragiache find international evidence that the existence of an explicit
deposit insurance scheme has contributed to banking system fragility.6

This extensive theoretical exploration and empirical documentation of
the benefits and shortcomings of deposit insurance has resulted in the peri-
odic adjustment of banking regulations to address some of its flaws, with
mixed success. Significant among these has been the lifting of restrictions
on interstate banking, the removal of rate ceilings on deposit accounts, the
imposition of improved capital standards, and most recently, the intro-
duction of risk-based deposit insurance premiums. Risk-based premiums
were introduced in the Federal Deposit Insurance Corporation Improve-
ment Act of 1991 (FDICIA) to address the obvious moral hazard–related
pitfalls of flat rate deposit insurance, but the FDICIA has led to the per-
verse outcome that today 93 percent of all banks and thrifts do not pay any
premium at all. Thus FDIC concludes: “A decade that began with a leg-
islative mandate for risk-based insurance premiums ended with the FDIC
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providing a free guarantee of almost three trillion dollars in bank and thrift
liabilities. As a result, the moral hazard problems FDICIA intended to
address . . . may have become more firmly entrenched than ever.”7 Simi-
larly, the adoption of risk-based capital regulation over the past fifteen years
has not prevented banks from shifting risk onto the safety net, as has been
documented empirically by Armen Hovakimian and Edward Kane.8 The
continued federal provision of deposit insurance therefore suggests that
policymakers view the problems of moral hazard and agency as a necessary
price to be paid for the support of liquidity transformation performed
through the commercial banking sector. This regulatory perspective, as
well as much extant theoretical research on deposit insurance, ignores fun-
damental changes in banking and financial markets that have been docu-
mented by John Boyd and Mark Gertler and others.9 We believe that a pre-
requisite for any meaningful debate on deposit insurance reform is a
reevaluation of the traditional notion of banking as essentially deposit-
taking and loan-making.

In the first part of the chapter we focus on the aggregate structure of li-
quidity provision by the commercial banking sector. Our analysis suggests
a significant contraction of banks’ role as liquidity transformers and hence
a reduction in their susceptibility to the specific risks of liquidity transfor-
mation, including systemic runs due to contagious spillovers. But is this
reduction substantial enough to recommend a second look at the structure
of deposit insurance?

To answer this question, we suggest a direct measurement of the net li-
quidity of individual banks’ portfolios of assets and liabilities and the effect
of deposit insurance in enhancing this liquidity. Although liquidity risk
has been a major concern for regulators and researchers of banking, little
systematic effort has been devoted to precisely defining and measuring the
liquidity position of banks. In contrast to other gauges of the financial
health of banks, such as capital adequacy, interest rate exposure, and credit
risk, the measurement of liquidity has somehow remained on the sidelines.
This is all the more startling because the specific liquidity structure of
banks plays a key role in theories of financial intermediation and bank
regulation. The Diamond-Dybvig model of liquidity transformation, the
most enduring theoretical justification for deposit insurance, is based upon
the specific liquidity characteristics of banks. In its 2000 report the Basel
Committee on Banking Supervision emphasizes the importance of liquid-
ity risk and recommends that “all banks should have the ability to calculate
their liquidity positions, on a day to day basis for the shorter time horizons
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(e.g. out to five days) and over a series of specified time periods thereafter,
including for more distant periods, in order to enable them to effectively
manage and monitor their net funding requirements.”10

In the second part of the chapter we attempt to systematically measure
the liquidity of banks’ portfolios by suggesting liquidity coefficients for
each distinct component of their liquid assets, liabilities, and off-balance-
sheet elements. Because of the complexity of the problem and the lack of
prior research, ours should be seen as only a first, and highly simplified,
approach to exploring the major dimensions of the problem and to prepare
the ground for future research. We define a liquidity gap measure and
implement it to estimate the liquidity of U.S. commercial banks. This ex-
ercise leads us to the somewhat surprising result that most banks have
either excess liquidity or a small liquidity gap. 

This gap is small enough that, in the event of a sudden surge in liquid-
ity demand, it can be bridged easily by the temporary collateralization of a
fraction of a bank’s illiquid assets. Furthermore, the effect of deposit insur-
ance in mitigating the liquidity mismatch is remarkably modest. Thus,
together with our results for the banking sector as a whole, our findings
suggest a diminished need for deposit insurance as a facilitator of the li-
quidity transformation process.

The third section of the chapter discusses these findings along with
some of the other rationales that have been suggested for the continued
provision of deposit insurance, namely the stability and legitimacy of the
banking system and the promotion of distributional equity in favor of
small depositors. We argue that although these objectives are of great sig-
nificance, they cannot adequately justify the current structure of deposit
insurance.

For our analysis, we use quarterly data from the Reports of Condition
and Income (commonly referred to as “call reports”) filed by all federally
regulated commercial banks. Data from several banks that belong to a top-
tier bank holding company have been integrated into one economic unit or
“commercial bank” because of their integrated regulatory treatment. As a
result we have 7,725 banks in our sample consisting of 7,278 small banks
(defined as those with assets below $1 billion at the end of the third quar-
ter of 1999), 359 medium banks (with assets between $1 billion and
$10 billion), and 88 large banks. These data are supplemented by annual
data from the Flow of Funds Accounts of the United States provided by the
Federal Reserve.11 Our data normally cover the period 1976 to 1999, but
in some cases shorter series are presented because data for certain items do
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not go as far back as 1975 or because the latest data were not available at
the time of this analysis.

Trends in the Aggregate Supply and Demand for Liquidity 

The historical structure of financial intermediation, in which commercial
banks served as the primary liquidity transformers and hence were pro-
vided protection through deposit insurance, was based on the following
two salient assumptions:

—the supply of liquidity: The banking sector finances itself largely
through demand deposits while they hold mainly illiquid loans as assets.
Hence banks do not have substantial businesses other than deposit-taking
and loan-making and are thus plagued by the risks that liquidity provision
creates.

—the demand for liquidity: Depositors rely on their demand deposits to
meet immediate liquidity needs while firms obtain long-term financing for
illiquid projects largely from banks. Thus other sectors of the economy
depend primarily on the commercial banking sector to meet their short-
term liquidity and long-term credit needs.

The need for and role of deposit insurance may have changed substan-
tially if the structural transformation of financial markets has altered these
basic assumptions. In this section we look at aggregate data to discern these
changes. 

The Supply of Liquidity 

The illiquidity of bank asset portfolios provides a major justification for
deposit insurance. The share of loans in bank portfolios has remained
steady at about 60 percent over the past twenty-five years (see figure 7-1),
and the holding of liquid assets, primarily cash, federal funds, and securi-
ties, has declined to about one-third of all assets. Together these might sug-
gest the continued illiquidity of bank portfolios, but evidence identifies
some important trends to the contrary.

First, asset securitization as a fraction of total loans and leases has grown
tremendously (see figure 7-2).12 Today between a quarter and a third of all
loans originated by banks are securitized despite the fact that commercial
banks have not been most active in the securitization market even though
they have been the leading originators of commercial, mortgage, and con-
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sumer loans. For example, in 1998 banks and thrifts together originated
58 percent of all commercial loans but provided only 13 percent of the
commercial loan–backed securities in the market. Similarly, their share of
mortgage-backed securities and asset-backed securities was only 15 percent
and 13 percent respectively.13

The rapid growth in loan securitization in recent years, along with the
limited relative participation of commercial banks in securitization, sug-
gests that there is sizable potential for increasing the liquidity of banks’
loan portfolio through securitization. Real estate loans, usually considered
the easiest asset class to securitize, constitute almost 40 percent of the loan
portfolio; in the mid-1970s real estate loans accounted for less than a quar-
ter of loans. 

Adding to the liquidity of the loan portfolio is the fact that almost a
third of the loans have maturity of less than a year. Further, more than
2 percent of the loans on the balance sheet are “held for sale” and hence
may be regarded as fairly liquid. Finally, raising liquidity on short notice
against illiquid loans has become substantially easier for solvent banks
because of the significant expansion of interbank and repurchase agree-
ment (“repo”) markets, along with access to the Federal Reserve’s discount
lending window.

It is important to keep in mind that these data represent banks’ behav-
ior in a regime with deposit insurance that provides meager incentives to
develop innovative approaches and structures to reduce the risk, and illi-
quidity, of bank portfolios. Banks have embraced the technical and finan-
cial innovations that have permeated financial markets, but most such
activity has been spurred by the desire to increase the return (by increasing
risk) of their portfolios rather than to mitigate the liquidity risk that the
intermediation role creates. The Basel Committee on Banking Supervision
suggests that to the limited extent that banks have undertaken securitiza-
tion they appear to have been motivated primarily by “regulatory capital
arbitrage.”14 It is this feature of the data that leads us to conjecture that the
potential for increasing the liquidity of bank portfolios is significantly
higher than has been consciously sought by the banks or can be gleaned
from the data presented.

Even if a bank’s portfolio of assets is illiquid, such illiquidity exposes it
to liquidity risk only if these loans are financed primarily through deposits
that could be withdrawn on short notice. Whereas deposits accounted for
almost 100 percent of banks’ liabilities in the 1950s, today they constitute
about 60 percent of total liabilities for large banks and about 75 percent for
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medium-sized banks.15 Furthermore, the emergence of money-market
deposit accounts (MMDAs) in 1983 and the growing popularity of time
and savings accounts that pay competitive interest rates have resulted in a
significant decline in the role of demand deposits: from almost 35 percent
of total liabilities to less than 10 percent in 1999. Figure 7-3 shows these
trends. A combination of features, including minimum account balances,
restrictions on the number of withdrawals and transfers, and variable inter-
est rates, makes these accounts less vulnerable to sudden withdrawals than
traditional demand deposits. The declining trend in demand deposits has
also increased the cost of funds for banks, because they have to pay com-
petitive rates to attract deposits to MMDAs and time and savings deposits.
These higher costs have led banks to turn to other funding sources, such as
repurchase agreements, commercial paper (issued by the holding com-
pany), and federal funds. which now account for a third of the total liabil-
ities of banks. Finally, equity has been consistently on the rise.

Thus although on the asset side progress in reducing proneness to bank
runs may be more potential than present, the decline in deposits has been

    

Figure 7-2. The Growing Trend of Loan Securitization, 1992–99
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Loans securitized as a percentage of total loans and assets
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Source: Authors’ calculations based on data from: reports of condition and income of individual
banks; Board of Governors of the Federal Reserve System, Flow of Funds Accounts of the United States:
Annual Flows and Outstandings (Washington, 2000).
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remarkable and sizable. Together these two trends are leading banks to
explore other income sources and thus to rely less on the liquidity inter-
mediation role as the sole source of revenue. These other sources, collec-
tively referred to as noninterest income, include income from fiduciary
activities, service charges on accounts, trading gains and losses, fees gener-
ated through loan commitments, standby letters of credit, and derivative
activities. Even between 1984 and 1999 noninterest income grew from less
than 10 percent to almost 30 percent of the aggregate income of the com-
mercial banking industry and will clearly increase further because of the
recent dismantling of the Glass-Steagall Act.

For a traditional bank that only takes deposits and makes loans, the
danger of an illiquidity crisis may be high enough to provide a sufficient
rationale for deposit insurance. However, as banks move away from this old
business model, deposit insurance may no longer be needed to facilitate
liquidity. It would then increasingly cover losses from activities unrelated to
liquidity transformation. The further these structural changes in the bank-
ing industry continue, the more urgent it will become to confront this
issue both in academic research and in regulatory practice.

The Demand for Liquidity 

Traditionally, the liquidity transformation role has been attributed more or
less uniquely to commercial banks. Few other institutions or structures in
financial markets could provide liquidity at the time that deposit insurance
was established. The evolution of capital market instruments such as cor-
porate bonds, commercial paper, mutual funds, money-market funds, and
securitized assets has significantly undercut the relative size and scope of
the banking sector as liquidity providers. Households and corporations are
increasingly relying on capital markets, both for their steady credit and
investment needs and to meet short-term positive and negative liquidity
shocks. In this section, we document some evidence on the declining
investment and credit provision role of commercial banks.

Figure 7-4 shows the trend in household financial assets across major
investment classes. The broad choice of very liquid capital market invest-
ment opportunities has attracted investors away from all types of bank
deposits. A rapid decline in transaction costs has made these opportunities,
from taxable and tax-exempt money-market funds to equity and diversified
mutual funds, almost as liquid as deposit accounts while providing a much
wider span of risk and return. More recently, money-market funds have
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also started offering all of the services traditionally provided by deposit
accounts like check writing, access to funds via automatic teller machines,
and electronic bill payments. The result has been a spectacular decline in
household assets held in demand deposit accounts, from about 7 percent in
1952 to 1 percent in 1999. Investment in money-market mutual funds
alone is now double the amount held in cash and demand deposit
accounts.

Even the relatively small fraction of wealth held in demand deposit
accounts may not be the primary source of liquidity for households. Fig-
ure 7-5 shows that credit card commitments and the holding of money-
market mutual funds grew substantially during the 1990s. Together these
accounted for over two-thirds of the liquidity available to households,
thereby diminishing the exposure of demand and money-market deposits
to sudden liquidity shocks.

Commercial borrowers are also increasingly relying on nonbank sources
of long-term financing. Figure 7-6 shows the total outstanding nonmort-
gage debt of nonfinancial businesses. The share of bank loans in total credit
market debt has declined from over 35 percent in the mid-1970s to almost
20 percent in recent years.16 This decline has been caused primarily by an
expansion of nonbank loans and advances (primarily from the U.S. gov-
ernment, its agencies, foreign banks, and finance companies), as well as the
growth in commercial paper, municipal securities, and contingent credit.
The total level of loan commitments grew substantially in the 1990s and
now exceeds total loans themselves.

Thus liquidity provision to households and corporations, traditionally
provided through demand deposit accounts, is increasingly being met by
other sources more closely linked to capital markets. Even the limited
amount of liquidity provision being performed by banks appears to be
through credit card and loan commitments. Clearly, contingent provision of
funds appears more efficient in dealing with liquidity shocks than building
up deposits in accounts that pay very low or zero rates of return. A shift
away from holding deposits toward contingent borrowing significantly low-
ers the likelihood of bank runs and hence the need for deposit insurance.

Estimating Liquidity 

Deposit insurance is supposed to increase the stability of the banking sys-
tem. It reduces the likelihood that insured depositors will withdraw their
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funds in a liquidity crisis that could result in a collapse of the bank and
potentially endanger the entire financial system. As a stabilizing tool, de-
posit insurance is expected to both reduce the likelihood of a bank run and,
were it to occur, contain its adverse impact on the bank. In this section we
estimate the liquidity of bank portfolios and use this measure to analyze the
stabilizing impact of deposit insurance.

The overall liquidity structure of on- and off-balance-sheet items reveals
the extent to which a bank relies on deposit insurance to mitigate a liquid-
ity crisis. Using this information we define a measure, which we call the
liquidity gap, that captures the liquidity position of a bank facing a sudden
withdrawal of funds by depositors. Our objective is to calculate the liquid-
ity shortfall that would remain if a bank tried to cover such a liquidity
demand using its liquid assets only (primarily cash and securities). Such a
measure of the liquidity gap of a bank tells us the extent to which an insti-
tution would have to raise additional liquidity by collateralizing or selling
its illiquid assets (primarily loans) to meet the sudden outflow of liquidity.

We calculate the liquidity gap for two opposite scenarios. In one sce-
nario, deposit insurance is assumed to fully curtail withdrawals by insured
depositors. In the other, deposit insurance is assumed to be entirely inef-
fective: insured depositors withdraw their funds as if they were uninsured.
By comparing the liquidity gaps in these two scenarios, we can estimate the
effect of deposit insurance. If the liquidity gap is found to be small or neg-
ative in the scenario with ineffective deposit insurance, a solvent bank
could deal with sudden surges of liquidity demand relatively easily without
having to rely on the stabilizing power of deposit insurance. Vulnerability
to a bank run would be minimal for such banks. For banks with positive
liquidity gaps, the difference in the liquidity gaps between the two scenar-
ios provides a direct measure of the efficacy of deposit insurance in curb-
ing a liquidity-based run on the bank. It reveals the extent to which deposit
insurance can reduce the liquidity drain in a crisis.

To calculate the liquidity gap, we first assign liquidity coefficients, which
lie between zero and one, to the on- and off-balance-sheet items of a bank.
The liquidity coefficient of asset items reflects the maximum amount of
funds that could be raised within three weeks by liquidating all highly liq-
uid assets of the bank. The liquidity coefficients of liabilities represent the
fraction of funds that depositors, having lost confidence in the bank, may
be expected to withdraw within a period of three weeks. The more liquid
an individual item is, the higher its liquidity coefficient. For the scenario in
which deposit insurance is effective, we apply the appropriate liquidity
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coefficients for each deposit category to the uninsured portion of deposits
only, whereas when deposit insurance is ineffective, all deposits, regardless
of insurance status, are considered. Therefore liquidity coefficients are the
same in both scenarios; only the amount of deposits varies, depending
upon the assumption made about the effectiveness of insurance. A similar
reasoning underlies the assignment of liquidity coefficients to off-balance-
sheet items, which are also classified as assets or liabilities.17

The product of the dollar magnitude of an item and its liquidity coeffi-
cient yields the liquidity equivalent of that item. For example, if the mag-
nitude of time deposits is $200 million and its liquidity coefficient is 0.1,
then the liquidity equivalent of time deposits is $200 million � 0.1 =
$20 million. Thus $20 million may be interpreted as the direct dollar
exposure to liquidity risk that the bank faces over a three-week horizon
due to its $200 million liability in time deposits. If the liquidity coefficient
were 0.3 instead, the liquidity equivalent would have been $200 million �
0.3 = $60 million. 

We can now define the liquidity gap measure. The liquidity gap is the
sum of the liquidity equivalents of all liabilities less the sum of liquidity
equivalents of all liquid assets, divided by total assets. Therefore this mea-
sure represents the net liquidity gap of the bank as a fraction of total assets.
Let ai be the magnitude of (on- or off-balance sheet) asset i, wi be the li-
quidity coefficient for item i, lj be the magnitude of (on- or off-balance
sheet) liability j, wj be the liquidity coefficient for item j, and A be the
magnitude of total assets. Then, for any individual bank, the liquidity gap
may be estimated as:

Liquidity gap �
�Jwjlj – �Iwiai

,A

where I and J represent the set of assets and liabilities (including off-balance
sheet items).

It is important to note that this measure considers only highly liquid
assets in the bank’s portfolio. Significant portions of banks’ assets are illiq-
uid, and normally these would have to be employed, through partial col-
lateralization or sale, to meet an unexpected surge in liquidity demand.
Thus a liquidity gap measure of 0.2 would indicate that the bank could
meet its liquid obligations by liquidating all its highly liquid assets and
borrowing an additional amount equal to 20 percent of assets against the
illiquid part of its portfolio. If such illiquid assets constitute 80 percent of
total assets (highly liquid assets therefore being 20 percent of total assets),
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the bank would need to borrow twenty-five cents against every dollar of
illiquid assets to bridge the liquidity gap. A bank with a zero or negative
liquidity gap would be able to meet the entire liquidity demand through its
highly liquid assets without borrowing against illiquid assets. A positive
gap does not necessarily mean that a bank faces a liquidity crisis. It only
indicates that proceeds from the sale of liquid assets do not satisfy the
entire liquidity demand and that additional liquidity has to be raised,
either by borrowing against less liquid assets or by selling some of them.
Banks with a high-quality loan portfolio or other valuable illiquid assets
should be able to raise liquidity by borrowing as long as the liquidity gap
is not too high.18

Distinction between the scenarios with and without effective deposit
insurance is achieved by considering the amount of deposits for which the
bank would be liable in the event of a liquidity shock. If deposit insurance
is ineffective, the full amounts of deposits, insured and uninsured, are multi-
plied by the appropriate liquidity coefficients to obtain the liquidity equiv-
alents. The rationale is that without the protection of effective deposit in-
surance, all depositors will be tempted to withdraw funds regardless of their
insurance status. For the case where deposit insurance is fully effective,
insured depositors would not make any withdrawals at all. Therefore we
calculate the liquidity gap in this scenario by multiplying liquidity coeffi-
cients in each deposit category by the uninsured portion of deposits only.19

We can estimate the effectiveness of deposit insurance in mitigating a
liquidity crisis by calculating the mathematical difference between the li-
quidity gaps in these two scenarios. This difference reveals the extent to
which deposit insurance enhances the liquidity of banks’ portfolios and
thus acts as a stabilizer during a bank run. It is important to note that we
have set up the scenarios such that ineffective deposit insurance appears
somewhat weaker and effective insurance somewhat stronger than would
be the case in reality. Even effective insurance cannot prevent withdrawal
by insured depositors entirely, just as ineffective insurance will not lead to
withdrawal by each and every depositor. Thus the difference in the liquid-
ity gap measures in the two scenarios overstates the effectiveness of deposit
insurance.20

A key issue for measuring liquidity is the determination of an appropri-
ate set of liquidity coefficients that adequately captures the liquidity posi-
tion of different asset and liability items. Ideally, a liquidity “ladder” should
be designed to reflect the increasing liquidity, and hence liquidity coeffi-
cients, of different items over multiple maturities, ranging from a day to a
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few years. This would facilitate a measurement of the liquidity gap over
various intervals of time as recommended by the Basel Committee on
Banking Supervision and Graeme Chaplin, Alison Emblow, and Ian
Michael.21 Our singular choice of a three-week horizon is simply an inter-
mediate one to capture the relevant time frame for a bank run and to intro-
duce the concept. The suggested liquidity coefficients are based on back-
ground research about the nature and degree of liquidity of the various on-
and off-balance-sheet items, but clearly a more detailed analysis is required
for the precise determination of these coefficients. In cases where there is
substantial indeterminacy about the coefficients, we make a conservative
choice (more liquid for liabilities and less liquid for assets) in order to arrive
at a lower bound for liquidity.

The details of the liquidity coefficients are provided in the appendix.
Along with the coefficients, we have also provided the magnitude of each
item for the third quarter of 1999, the latest quarter for which call report
data were available at the time of this analysis, to convey some sense of the
relative importance of each item in the final liquidity gap calculation.
Because banks’ balance sheets change only very gradually between quarters,
our results are not just specific to the quarter we consider.

On the asset side, cash and balances due from depository institutions,
securities, federal funds, and loans held for sale are supposed to be fully liq-
uid and therefore receive a liquidity coefficient of one. A bank should be
able to turn these items easily into liquidity on short notice, either by sale
or, in the case of federal funds and government securities (which constitute
over 70 percent of all securities), by borrowing against them using repur-
chase agreements. All other asset items have a lower degree of liquidity and
therefore have been assigned a liquidity coefficient of zero. By far the largest
item with a coefficient of zero is “loans,” which comprises all loans that are
not made to other banks or held for sale. Very short-term loans and some
securitized assets are also contained in this category even though they are
highly liquid and constitute a significant fraction of the loan portfolio for
many banks.22 Therefore liquidity should be understated on the asset side
of the bank, making the liquidity gap seem bigger.

On the liability side, time deposits with a maturity of less than one year
and MMDAs are the largest items. Because banks can restrict withdrawals
from these accounts to some degree during the three-week period we con-
sider, and because it is unlikely that all depositors would withdraw their
funds, we choose a liquidity coefficient of 0.5 for both. This means that
50 percent of these deposits are liable to be withdrawn. Private demand
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deposits, private NOW accounts, and foreign deposits are supposed to be
fully liquid and have therefore been assigned a liquidity coefficient of one.
Time deposits with maturity exceeding one year are fairly illiquid and
hence have a coefficient of 0.05. Nondepository items such as federal funds
purchased, trading liabilities, certified checks, and other liabilities are con-
sidered to be fully liquid.

Liquidity coefficients for off-balance-sheet items are harder to assess
because of their contingent nature. We suggest that loan commitments and
standby letters of credit cause a liquidity drain of 10 percent of the total
amount. This is a reflection of the fact that only a small fraction of loan
commitments are called upon; and perhaps more important, in most cases
banks can postpone or withdraw their commitment in the event of a liquid-
ity shortfall. Positions in exchange-traded derivatives and securities lent and
borrowed are assigned a coefficient of one, because they are highly liquid.

Empirical Findings on the Liquidity Gaps of U.S. Commercial Banks 

Liquidity gap measures are calculated for the entire banking industry as
well as for three subgroups based on asset size in the two scenarios we con-
sider.23 We add up individual balance-sheet items across all banks in the
respective size categories and calculate the liquidity gap for the “aggregate
bank.” The two scenarios with effective and ineffective deposit insurance
differ with respect to the treatment of insured deposits as described above.24

The results are presented in table 7-1. 
In both scenarios, all banks hold very sizable amounts of liquidity. For the

total industry the liquidity gap without insurance is 17 percent of total
assets; that is, banks would have to raise additional liquidity on the order of
17 percent of total assets. To put this number into perspective, table 7-2
shows that banks would have to borrow 30 percent of the value of their loan
portfolio (“loans”) to make the liquidity gap zero. Because more than
42 percent of loans are secured by real estate and 11 percent have a remain-
ing maturity or repricing frequency of three months or less, it appears that
a sound bank should be able to raise this volume of liquidity without much
difficulty. Note further that the collateralization of even non–real estate
loans should provide substantial revenue because these assets would be col-
lateralized or liquidated, not because of a threat to their underlying cash
flows, but simply because of a liquidity crunch at the lending bank.25 Hence
it seems that a liquidity gap of 17 percent can easily be bridged by the col-
lateralization of a fraction of the loan portfolio. In the opposite scenario,
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with fully effective insurance, the liquidity gap for the total industry equals
4 percent of total assets.

In contrast, a hypothetical bank devoted purely to liquidity transforma-
tion in the traditional sense by transforming fully liquid deposits into fully
illiquid loans, would have a liquidity gap of 0.9 (assuming that the bank
has 10 percent of equity in total assets). Although this number ignores any
liquidity holdings of banks for day-to-day liquidity management, it pro-
vides a point of reference which shows that in both scenarios banks per-
form a lot less liquidity transformation than would be expected by the tra-
ditional notion of a bank for which deposit insurance was mainly designed.

Comparing the liquidity gaps for the two scenarios shows that the dif-
ferential impact of deposit insurance is to reduce the liquidity gap by at
most 13 percent of total assets. Because we derive an upper boundary on
the differential impact of deposit insurance, it is quite likely that the actual

    

Table 7-1. Aggregate Liquidity Gaps with Effective 
and Ineffective Deposit Insurance

Total Large Medium-sized Small
industry banks banks banks

Liquidity gap with effective 
insurance 0.04 0.09 –0.10 –0.17

Liquidity gap with ineffective 
insurance 0.17 0.20 0.09 0.07

Differential impact of deposit 
insurance (percent of total assets) 13 11 19 24

Table 7-2. Liquidity Needs, Real Estate Loans, and Short-Term Loans
Percent of total loans

Total Large Medium-sized Small
industry banks banks banks

Liquidity needs 30 34 15 12
Real estate loans 42 36 60 63
Loans with a remaining maturity 

or repricing frequency of less 
than three months 11 7 25 28
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differential impact is substantially smaller. Therefore we arrive at the result
that the stabilizing impact of deposit insurance on the banking industry is
to reduce the liquidity gap of banks by less than 13 percentage points of
total assets. Clearly, the overall impact of deposit insurance appears to be
very modest and calls into question its importance in providing stability to
the banking industry. 

The overall liquidity gap for the industry is dominated by the largest
banks because they hold over three-quarters of the assets in the commercial
banking industry. The group of large banks has a liquidity gap of 20 per-
cent of total assets if deposit insurance is ineffective and 9 percent if it is
effective. Thus they would have to borrow 34 percent of loans to cover the
gap, which appears quite reasonable given that 36 percent of their loan
portfolio is collateralized by real estate and 7 percent of loans have remain-
ing maturity or repricing frequency of less than three months. The impact
of deposit insurance on enhancing liquidity for large banks is strikingly
low, at just 11 percent of total assets.

Deposit insurance is more important for medium-sized and small
banks. According to our calculations, it reduces the liquidity gap for small
banks by 24 percentage points of total assets and for medium banks by
19 percentage points of total assets. However, these two groups of banks
have substantially smaller liquidity needs than large banks. Not only do
they have a significantly smaller liquidity gap than large banks, they also
hold portfolios that can be borrowed against more easily. Thus, even in the
case of completely ineffective deposit insurance, small banks would have to
borrow a mere 7 percent of total assets (12 percent of total loans) in order
to cover their liquidity gaps. This looks easily achievable with their rela-
tively liquid loan portfolio, 28 percent of which has a remaining maturity
or repricing frequency of three months or less, and 63 percent is collater-
alized by real estate. Medium-sized banks would have to borrow 9 percent
of total assets (15 percent of total loans) to close their liquidity gaps. They
could borrow against a loan portfolio consisting of 60 percent of real estate
loans but could also raise liquidity against short-term loans that constitute
25 percent of total loans. Therefore, although large banks may have better
access to financial markets to bridge any existing liquidity gaps, the liquid-
ity needs of medium-sized and small banks are smaller and their relatively
high share of secured loans and short-term loans should make it easy to
raise funds.

Finally, figure 7-7 represents the distribution of liquidity gaps for indi-
vidual banks for the third quarter of 1999 in the scenario of ineffective
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deposit insurance. Even in this situation over 35 percent of the banks have
negative liquidity gaps, indicating excess liquidity. Further, only 1 percent
of the banks have liquidity gaps greater than 0.4. Thus in spite of the con-
servative assumptions behind our liquidity calculations, we find that banks
manage liquidity such that a sound bank is highly likely to cover liquidity
needs stemming from a sudden withdrawal of deposits, even without
deposit insurance. Furthermore, it is indeed remarkable to note the extent
to which the high liquidity of bank portfolios has lowered the marginal
impact of deposit insurance. 

    

Figure 7-7. Liquidity Gap Histogram, 3d Quarter 1999
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07-0201-CH 7  8/15/02  5:20 PM  Page 189



The Effectiveness of Deposit Insurance 

In this section we briefly assess deposit insurance not only in achieving the
efficient provision of liquidity but also in realizing other economic and
social goals that have been attributed to it. We analyze whether deposit
insurance is effective in protecting individual banks, stabilizing the bank-
ing industry as a whole, promoting equity, and encouraging community
investment. Our discussion does not question the normative justification
of these goals, but solely appraises the ability of deposit insurance to
achieve these goals effectively.

Our analysis puts a big question mark behind the overall effectiveness of
deposit insurance to protect banks. According to our calculations, deposit
insurance reduces the liquidity needs of the banking industry in a liquidity
crisis by less than 13 percentage points of total assets. We also argued that
sound banks could bridge the relatively small liquidity gap by raising li-
quidity from their sizable portfolio of short-term loans, real estate loans, and
other loans. These results should not be very surprising when viewed
through the lens of structural changes in liquidity transformation docu-
mented earlier in the chapter. Today, deposit categories that made banks
prone to runs in the past constitute only a moderate share of total liabilities.
As the share of these types of deposits has dwindled over time, so has the
potential of deposit insurance to enhance the financial stability of banks.

The effectiveness of deposit insurance appears even less significant when
one brings the notorious “too-big-to-fail” phenomenon into the picture.
This refers to the understanding that regulators can provide full protection
to all depositors and creditors, not just insured ones, when they determine
that a failing bank is too big to fail—that is, that its failure could have a
substantial adverse impact on the banking industry and the overall econ-
omy.26 The eighty-eight largest banks, each with over $10 billion in assets
(as of the third quarter of 1999), together hold 78 percent of total assets in
the banking industry but have a mere 24 percent of these assets in the form
of insured deposits. Many of them would presumably be considered too
big to fail. Because this implicit support of regulators is well understood by
the financial markets, and because it encompasses not only insured deposits
but all liabilities of a bank, the too-big-to-fail doctrine is probably the key
stabilizing factor for big banks. Thus we conclude that, for the largest
banks, deposit insurance has minimal effect in providing protection against
risks stemming from liquidity transformation.
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As the trend toward consolidation in the banking industry continues,
fewer big banks will capture an even larger share of the market, and the
effects analyzed above will become more pronounced. Fortunately, market
developments enhance not just the rising scope of the too-big-to-fail doc-
trine but also the ability of banks to manage liquidity. The too-big-to-fail
doctrine is a vague regulatory policy that can easily be abused and may
lead to worse moral hazard problems than deposit insurance. However,
even though deposit insurance is losing importance in relative terms for the
banking industry, it still constitutes a huge potential liability for the gov-
ernment that may eventually have to be borne by taxpayers.

Deposit insurance is supposed to protect not just individual banks but
the entire financial system, thereby preventing the widespread disruption
of financial activity. The primary factor that makes banks vulnerable to a
crisis is the illiquidity inherent in their financial intermediation activities.
It is feared that a run on one of these banks, due to either a perceived dete-
rioration in its fundamentals or merely a temporary surge in demand
deposit withdrawals, could set forth an irrational, panic-driven, contagious
run on other “healthy” banks in the region, or the entire nation, and
thereby cause a systemic liquidity crisis. In fact, the FDIC asserts that not
only did deposit insurance “put an end to the devastating bank runs” of the
1930s but “for the next three generations, the system served its purpose by
helping prevent banking problems from becoming banking panics.”27

However a large body of empirical and theoretical research casts doubts on
the vulnerability of the U.S. financial system to a self-fulfilling run on the
banking sector, and perhaps more importantly, were such a crisis to occur,
on the ability of deposit insurance to stem it. Reviewing empirical research
based on the experience of recent bank failures in the United States and
abroad, Furfine concludes: “modern bank runs can be interpreted as a
rational market response to new information rather than a contagion effect
caused by either direct or interbank linkages or interbank panic.”28 Even
the conventional wisdom that the banking crisis that accompanied the
Great Depression was essentially a systemic liquidity crisis is rejected in a
recent paper by Charles Calomiris and Joseph Mason based on a compre-
hensive econometric analysis of bank data from the 1930s.29 International
evidence presented by Demirgüç-Kunt and Detragiache covering banking
crises in sixty-one countries from 1980 to 1997 also shows that deposit
insurance tends to increase, rather than lower, the likelihood of banking
crises.30

    

07-0201-CH 7  8/15/02  5:20 PM  Page 191



A comparison of the United States deposit insurance system with those
of other developed countries in the European Union and G-10 provides
an additional perspective on the failure of the deposit insurance to induce
stability and confidence in the banking system. Figure 7-8 plots deposit
insurance coverage, as a fraction of per capita gross domestic product
(GDP), against financial market sophistication, as reported by the World
Economic Forum. Coverage in the United States, at over three times
GDP, is higher than in any other country except Italy, even though it has
the most sophisticated financial system.31 It is tempting to conclude that
high deposit insurance coverage gives rise to a sound banking system,
which, in turn, helps create sophisticated financial markets. However, the
same survey also measured the perceived soundness of the banking system
in these countries. These numbers, plotted against deposit insurance cov-
erage in figure 7-9, suggest that, paradoxically, greater coverage leads to
less-sound banks.

Another policy goal attributed to deposit insurance is the protection of
small depositors who are not well equipped to evaluate the soundness of a
bank before placing their savings in its custody. Deposit insurance, it is
argued, is a net benefit to small depositors and therefore promotes greater
equity. However, if equity were the sole surviving objective of the provision
of deposit insurance, coverage similar to the level of savings typical of low-
and moderate-income families (that is, those with annual family income
below $50,000) ought to suffice. Table 7-3 shows the median level of bank
account holdings of families classified by annual income for the year 1998.
Median bank holdings for low- and moderate-income families are in the
range of $7,500 to less than $22,000. In contrast, deposit insurance cov-
erage currently stands at a whopping $100,000 at each bank per account
beneficiary. Hence coverage can be increased almost limitlessly by opening
bank accounts at different FDIC-insured institutions or by declaring addi-
tional beneficiaries to the account.

It is therefore not surprising to find that, of the aggregate amount
insured through federal deposit insurance, only 25 percent belongs to low-
and moderate-income families. Further, deposit insurance is a benefit to
only those who do have a bank account; 25 percent of low- and moderate-
income families do not (compared with only 3 percent for those with
higher income). Thus it is hard to justify deposit insurance at its current
coverage levels on the basis of equity for small depositors alone. The justi-
fication appears particularly puzzling in light of recent proposals under dis-
cussion to raise the coverage to $200,000.
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Another equity-related argument portrays deposit insurance as a quid
pro quo for the imposition of the Community Reinvestment Act of 1977
(CRA) on commercial banks. CRA is a federal law that is intended “to
encourage banks and thrifts to help meet the credit needs of their entire
communities, including low- and moderate-income neighborhoods, con-
sistent with safe and sound lending practices” (Regulations 12 CFR parts
25, 228, 345, and 563e). By most accounts CRA has been successful in
promoting investment in low- and moderate-income neighborhoods by
drawing the attention of commercial banks to lending opportunities in

    

Figure 7-8. Deposit Insurance Coverage 
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Figure 7-9. Deposit Insurance Coverage and the Soundness of Banks
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Table 7-3. Median Value of Bank Account Holdings, 1998
Dollars

Transaction Certificates
Family income accounts of deposit Total

Less than 10,000 500 7,000 7,500
10,000–24,999 1,300 20,000 21,300
25,000–50,000 2,500 14,500 17,000
50,000–99,999 6,000 13,300 19,300
100,000 or more 19,000 22,000 41,000

Source: Arthur B. Kennickell, Martha Starr-McCluer, and Brian J. Surette, “Recent Changes in
U.S. Family Finances: Results from the 1998 Survey of Consumer Finances,” Federal Reserve Bulletin
(January 2000), p. 11.
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their own communities.32 But the view that CRA-related lending is an
otherwise unprofitable service provided by commercial banks that might
vanish if the benefit of underpriced deposit insurance is withdrawn or
diluted appears puzzling. It is important to note that CRA does not require
banks to make unprofitable loans to meet the provisions of the act. A
recent study by the Board of Governors of the Federal Reserve indicates
that commercial banks consider over 90 percent of their CRA-related lend-
ing as “profitable,” 8 percent as “marginally profitable,” and another 1 per-
cent “break even.”33 If less than 1 percent of CRA-related lending is “mar-
ginally unprofitable” or “unprofitable, it is unclear why deposit insurance
is required to subsidize it. Furthermore, deposit insurance would be a
poorly targeted way of subsidizing community banking because a majority
of its expenses are incurred on items unrelated to the actual purpose of the
subsidy.

The presence of deposit insurance within the U.S. commercial banking
system in its current form is certainly psychologically comforting and polit-
ically appealing. But competitive disintermediation has diminished this
role substantially, and this economic shift calls for corresponding regula-
tory modernization. Our analysis suggests that both the economic effi-
ciency and the equity of deposit insurance have declined in recent years
and are likely to diminish further in the future. Unfortunately, the pro-
tracted political and institutional wrangling that preceded the passage of
the FDIC Improvement Act of 1991, in spite of its relatively moderate
changes, makes it clear that any serious effort to overhaul this system will
not be easy. 34

Conclusion 

Deposit insurance was established as part of the Banking Act legislation in
1933. Another significant part of the same legislation was the Glass-
Steagall Act, which separated commercial banking from the securities
underwriting business. Both provisions were enacted to address the
fragility of the banking system that was believed to have been one of the
root causes of the Great Depression. In March 2000, restrictions imposed
by the Glass-Steagall Act for over six decades were lifted pursuant to the
implementation of the Gramm-Leach-Bliley Act. This repeal, preceded
by incremental doses of dilution over the prior two decades, was a delayed
but inevitable acceptance of the changing role of commercial banks amid
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bigger, better financial markets. In this chapter, we have tried to extend
that same recognition to the federal provision of deposit insurance.

Using aggregate banking data from the past twenty-five years, we have
shown that the relative importance of commercial banking in liquidity
intermediation, both for depositors and for borrowers, has declined signifi-
cantly and been largely overtaken by other market structures and institu-
tions. We have suggested a simple methodology to measure the liquidity of
bank portfolios. The liquidity gap measure that we calculate reveals that
individual bank portfolios are surprisingly liquid and hence may not need
the support that deposit insurance provides. This measure also reveals the
marginal effect of deposit insurance in the event of a bank run. In addition,
we do not find much support for this extensive federal safety net for rea-
sons related to equity or stability in the financial services system. These
findings cast the shortcomings of the federal provision of deposit insur-
ance, arising from moral hazard and agency problems, in a sharper light
and make a compelling case for the overhaul of this system.

Many proposals seek to reform the U.S. banking system and mitigate
the severe incentive problems inherent in the public provision of deposit
insurance. George Hanc provides a comprehensive overview of the current
state of the debate.35 One strand suggests scaling back the coverage of
deposit insurance and relying on larger, better-informed depositors to
monitor banks through introduction of coinsurance or fractional insur-
ance. A different approach taps market forces to do the same through mea-
sures like the mandatory issuance of subordinate debt and privatization of
deposit insurance or reinsurance. Finally, a third strand suggests the restric-
tion of deposit insurance to “traditional banks,” which would be involved
purely in liquidity transformation, or to “narrow banks,” which would
operate essentially like money-market funds by investing proceeds from
deposits in only liquid, risk-free assets. Reform initiatives that seek greater
reliance on market instruments and private institutions must also be mind-
ful of the differential ability of large and small banks to utilize these struc-
tures effectively.36

We have not made specific policy recommendations but only identified
key factors that they should conform to. Whatever reforms they make, pol-
icymakers in the most sophisticated financial market in the world must
become more cognizant of the abilities of that market. The appropriate set
of reforms will continue to seek the adequate provision of public liquidity
through the right private incentives, as it will ensure equal access to finan-
cial intermediation services and a stable financial system. What we have
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established is that in today’s financial markets deposit insurance plays a
modest and rapidly diminishing role in the achievement of these objectives.
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The Market for Truth

8  

H   society’s resources be produced, deployed, allocated,
and regulated? This question is at the heart of most of the contem-

porary debates about “marketization,” for the marketization debates are
largely about the extent to which, if at all, government or another central
authority should make these decisions, and the extent to which, if at all, the
operation of market forces should make these decisions.

The locution “marketization” presupposes not only a nonmarket alter-
native but also a nonmarket baseline. Only because so much of the world
was so comfortable with nonmarket solutions to the issues of production
and allocation of resources for so long do we have a debate about marketi-
zation at all. If markets were the norm, we would not talk about marketi-
zation, just as we only talk about vegetarianism because meat-eating is the
norm, and we only talk about globalization because state-based governance
is the norm. Just as the signs on the Massachusetts Turnpike warning dri-
vers not to back up on a limited-access highway tell us much about the pro-
clivities of Massachusetts drivers (such signs are rarely seen elsewhere), so
too does a debate about marketization exist only because nonmarket solu-
tions to resource allocation and resource production questions have been so

I gratefully acknowledge research support from the Joan Shorenstein Center on the
Press, Politics and Public Policy.
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dominant in the post–New Deal United States and in the post-1919 social-
ist world.1

As we think about market-based approaches against the background of
a nonmarket baseline, however, we have available an instructive model.
“The marketplace of ideas” has long been thought to encapsulate one of
the most powerful arguments for a strong free-speech principle. But that
principle itself presupposes a baseline of regulation, and we would not be
talking about free speech as a distinct principle at all were it not for the way
in which a principle of free speech exists against a background of the per-
missibility of greater regulation of non–speech behavior than most liberal
democracies permit for speaking, writing, and printing. Free speech itself
presupposes nonfree, or at least less free, conduct, and thus the marketplace
of ideas as an argument for this differential treatment of speech and
non–speech conduct is an argument that exists against the baseline of
speech as a traditionally regulated activity, or at least as an activity as sub-
ject to regulation as any other form of behavior.

My goal in this essay, therefore, is to make explicit some of the connec-
tions between debates about the marketplace of ideas and debates about
marketization. What we have learned from observing the marketplace of
ideas in operation may be instructive in thinking about which social
processes to marketize and which not to; and what we have learned from
recent marketization debates may be equally instructive as we continue to
explore the foundations and limits of a distinct principle of freedom of
speech.

The Marketplace of Ideas as a Market 

The notion of the marketplace of ideas exists as the oldest and most often-
repeated of the arguments for special protection of freedom of speech and
freedom of the press.2 Against the baseline of an assumption that the deter-
mination of truth was for the state or other official authority (especially the
church), those who argued for truth to be determined in the marketplace
of ideas maintained that an unregulated marketplace in ideas was the best
way, and far better than the state or the church, of determining which ideas
were sound and which were not. In the most famous and perhaps earliest
use of the marketplace-of-ideas metaphor, Justice Oliver Wendell Holmes
Jr. opined that “the best test of truth is the power of the thought to get itself
accepted in the competition of the market.”3 Reflecting what thinkers as
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early as John Milton had argued in Areopagitica, Holmes captured the idea
that a marketized process of determining truth was superior to one that was
based on nonmarket official determination.4

My purpose here is not to determine whether this or any of the other
justifications (self-expression and self-realization, personal autonomy,
democratic deliberation, distrust of government, and the like) for a distinct
free-speech principle are sound or sufficient. That is for another day.5 What
is important in this context is less the marketplace of ideas as an argument
or a justification as it is a state of affairs. So although I examine some di-
mensions of the marketplace-of-ideas argument, I am even more con-
cerned here with the marketplace of ideas as a description of a state of
affairs, especially in the United States and to a (significantly) lesser extent
in most other liberal democracies, in which the determination of truth and
the acquisition and propagation of knowledge are left largely to noncentral
and nongovernmental mechanisms. To the extent that this is the case, then
freedom of speech and freedom of the press, again especially in the United
States, can be seen as an eighty-year experiment in marketization, an exper-
iment whose lessons may be relevant as we think about marketization in
other domains.6 What, then, can we learn from what may have been a
uniquely American experiment in creating a market for truth, and in leav-
ing much of the production and evaluation of knowledge to a marketized
process?

Competing Conceptions of Truth 

Consider again Holmes’s statement that “the best test of truth is the power
of the thought to get itself accepted in the competition of the market.”
There is an instructive ambiguity about the word “test” here. In one read-
ing, the one I examine initially, “test” here means criterion, such that truth
is defined as that which survives in the competition of the market. Let all
of the ideas do battle, Holmes might be understood as saying, and see
which wins. The one that wins is the one that is true, he argued, and that
is so by definition, because that is just what “truth” means.

As both a pragmatist and a skeptic, it is not implausible to suppose that
this was the meaning that Holmes intended.7 He had little patience for
abstract concepts, and even less for universal statements. Consequently, it
is not at all unreasonable to think that Holmes was comfortable with the
view that truth would be defined in much the same way that most econo-
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mists would define “value.” Just as most economists would resist the idea
that a product or service had a value that was other than that placed on
it by a well-functioning market, so did Holmes probably resist the idea
that a proposition had a truth value other than that placed on it by a well-
functioning marketplace of ideas.

Holmes’s view is not without difficulty. As the criterion for truth (as
opposed to the question of participation), it is not clear why winning in the
marketplace is superior to any other criterion. Holmes announces that pre-
vailing in the marketplace of ideas is the criterion of truth, but he does not,
and perhaps could not, explain why this criterion is superior to, say, procla-
mation of truth by the elders of the community. Moreover, if truth is
defined as the product of an open exchange of ideas, then it is hard to see
what kind of arguments people would use in debating the merits of various
ideas. If truth exists only as the end point of a deliberation, then the par-
ticipants in a deliberation cannot make reference to truth to support their
claims, and they are left with little more in their argumentative arsenal
than the raw assertion of personal preference.8

More fundamentally, however, Holmes’s view is hard to square with the
fact that in many areas of inquiry there appear to be criteria of truth other
than market outputs. Take astrology. In the United States there are no legal
restrictions on what can be said, printed, or broadcast about astrology.
People can and do freely express the view that astrology provides a reliable
guide both to people and to the future, and that knowing a person’s astro-
logical sign provides significant information about that person’s character.
And people can and do freely express the view that astrology is bunk. Yet
although it is not implausible to believe that the former view is prevailing
in the marketplace of ideas, the view that appears to prevail in this open
marketplace is nevertheless untrue. Astrology is bunk. And we know that
because of scientific experimentation, logical reasoning, empirical observa-
tion, and a panoply of ways of determining truth other than that of defin-
ing truth in terms of a market output. 

That astrology is subject to market-independent criteria of truth does
not entail that everything is. Holmes was likely thinking not so much of
factual or scientific propositions as of propositions of political theory and
social policy. Indeed, the most significant of those for him was the debate
between those who advocated a pure laissez-faire approach to economic
organization and those who favored more extensive regulation in the ser-
vice of social welfare, as by regulating wages, hours, and the employment
of women and children.9 With this as one of the primary topics of public
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debate at the time, it would have been understandable for Holmes to have
believed that truth was more elusive than it was for the propositions of sci-
ence or logic, and that relying on the competition of the market was less
peculiar for this question of political philosophy than it was for the ques-
tion of whether, say, the earth was round or flat. 

Moreover, questions like the question of whether the country should
operate under a regime of paternalism or under a regime of laissez-faire are
questions as to which it is not clear that the “true” view should determine
social policy even were we confident of a market-independent criterion for
the truth of one or the other. As long as democracy represents an indepen-
dent value, or a goal that is independent of and at times in tension with the
goals of discovering truth, then the values of democracy may militate in
favor of consumer sovereignty with respect to ideas of social policy even if
the ideas selected are wrong as measured by some democracy-independent
standard. If democracy is in part a right of the people to be wrong, then
one way of understanding Holmes’s view is as arguing that the criterion of
political truth is winning the competition of the market. If this is so, then,
at least in the area of policy, the Holmesian view might be explained in
terms of defending the view that when the issue is policy the claims of
democracy and the claims of epistemology converge, even if on other issues
they may at times diverge.

The Marketplace of Ideas as Register of Preferences 

Is there anything that this first understanding of the Holmesian view about
the marketplace of ideas can tell us about markets more generally? Initially,
it suggests that markets may be especially appropriate as social decision-
making mechanisms when questions of truth or value are unsettled or
unavailable. This is not to say that markets may not often be appropriate
mechanisms for identifying truth, antecedently conceived, and I will
address this in the following section. But where there are no antecedent
understandings about value, or truth, or sound policy, the desirability of
markets will be less dependent on contingent empirical assessments. So if
there is a preference-independent conception of, say, good health care, or
prudent investment for one’s retirement, then the Holmesian skeptical
argument for markets may be a weak one. But if there is no fact of the mat-
ter, if there is no preference-independent conception of right and wrong,
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true or false, valuable or valueless, sound or unsound, then the argument
for market-based solutions may be stronger precisely because of the way in
which market-based solutions can be seen as preference-registering in areas
in which preferences are all there is.

Intriguingly, this distinction between topics about which there is a
preference-independent fact of the matter and topics about which there is
not is embedded in the free-speech principles of even the United States.10

When the questions are ones of policy, of theory, of religion, of politics,
and of value, it is axiomatic in American free-speech doctrine that “under
the First Amendment there is no such thing as a false idea.”11 The deter-
mination of truth, as far as the law is concerned, must be for the market-
place of ideas and not for official authority. But when the question is a
question of hard fact, whether scientific or not, the doctrine is different. In
some circumstances, factual falsity is regulable under libel law, commercial
advertising may be regulated when its factual representations are false or
misleading, and arguments that the First Amendment in some way pre-
vents the Federal Trade Commission, the Food and Drug Administration,
and the Securities and Exchange Commission from being in the business
of determining truth and penalizing falsity have gotten nowhere.12 If one
lesson from Holmes is that markets are good ways of determining truth
when there are no antecedent conceptions of truth, the subsequent lesson
from American free-speech doctrine is that markets may not be entitled to
the same deference when there is.

Related to this is the close connection between market-based decision-
making and democracy. If using the marketplace of ideas is the appropriate
way of determining political truth, then this is largely because one of the
demands of democracy is that the determination of political truth be a rel-
atively broad-based affair.13 The converse of this, however, is that a decision
to rely on a market-based mechanism for making allocation decisions is,
under counterfactual conditions of wealth equality, similarly broad-based
and similarly democratic. Once the constraint of wealth equality is relaxed,
of course, then the “one person, one vote” presuppositions of democracy
would fail to exist for a market-based decisionmaking structure, even assum-
ing that the consumers had the same preferences and the same utility curves.
Nevertheless, the connection between the marketplace of ideas for the deter-
mination of political truth and the consumer-sovereignty dimensions of any
market is a useful reminder of the democratic underpinnings of markets
under conditions of small disparities of wealth.
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The Marketplace of Ideas as Location of Truth 

Although a view that the marketplace of ideas supplies the definition or cri-
terion of truth may be a moderately close fit with Holmes’s own philo-
sophical outlook, it is not the only interpretation of the argument from the
marketplace of ideas. Alternatively, we may accept, in all, many, or some
domains, that there are speech-independent, discourse-independent, and
deliberation-independent understandings of truth. The earth was round
even when everyone believed it flat; the claims of astrology would be false
even were 99 percent of the population to believe them true; and slavery
was as wrong in 1843 South Carolina as Aryanism was in 1937 Germany,
the beliefs of the majority of the contemporaneous populations of South
Carolina and Germany notwithstanding.

Yet even if there are speech-independent truths of fact and even of value,
it remains a task for any society and for any decisionmaking process to
identify and embrace those truths and to identify and reject falsehoods.
One way to do this would be official identification of truth and falsity, but
another understanding of the marketplace of ideas posits that the market-
place of ideas is instrumentally a superior method of accepting truth and
rejecting falsehood, even when truth and falsehood are defined indepen-
dently of the process of identifying them.14 In this conception of the mar-
ketplace of ideas, therefore, there are indeed truths out there to be found,
but allowing an unrestricted marketplace of ideas is the most reliable
method for finding them.

This understanding of the marketplace of ideas may not be Holmes’s,
but it can be linked to Holmes’s aphorism if we take “test” not as a crite-
rion but in its more literal sense as a method of identifying some property
defined independent of the testing procedure. So “the best test of truth is
the power of an idea to get itself accepted in the competition of the mar-
ket” now can be taken to claim that succeeding in the market is a more reli-
able indicator of truth than any other testing procedure. And understood
in this way, the claims for the marketplace of ideas hook into an even older
free-speech tradition. When John Milton asked in the Areopagitica, “Who
ever knew truth put to the worse, in a fair fight with falsehood,” and
indeed even when the Bible claimed that “the truth is mighty and shall pre-
vail,” what was offered was a view that truth, defined independently of any
process for locating it, would through a process of open encounter with
falsehood make itself known.15 Similar claims dominate the argument for
liberty of speech and discussion in chapter 2 of John Stuart Mill’s On
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Liberty, explain Justice Brandeis’s view that “sunlight is the best disinfec-
tant,” and undergird the standard American Civil Liberties Union view
that the best remedy for false speech is more speech.16 In all of these varia-
tions, letting truth confront its adversaries will, as an empirical proposition,
produce greater awareness of truth than would exist under any alternative
truth-identifying or truth-determining procedure.

A more modern way of understanding the claim would be to posit that
the truth or falsity of a proposition has more explanatory power in deter-
mining which propositions will be accepted and which will be rejected
than does any other variable. And if the causal powers of truth on belief
consequently offer the greatest ability to cause the acceptance of true
propositions and the rejection of false ones, then all we need do is allow all
propositions to flourish, so the argument goes, and the intrinsic power of
the truth will take care of the rest.

Yet because this version of the marketplace-of-ideas claim rests on an
empirical proposition about the relationship between truth and accep-
tance, we must remain open to the possibility that the empirical under-
pinnings of marketplace theory, however venerable their lineage, are false.
Does truth in fact have more explanatory power than other variables in
determining what people will believe and what they will not believe? Or is
there a role for prejudice, self-interest, superstition, charisma, manipula-
tion, deception, the structure of discourse, authority, and numerous other
truth-independent variables, and might it sometimes or usually be the case
that those variables explain more about persuasion and belief-acceptance
than does truth? In Twelve Angry Men, Henry Fonda, initially the lone
holdout on a jury, persuades the other eleven of his point of view, and it
also turns out that he is right.17 But suppose that the eleven were right, and
that Henry Fonda, using his charm, authority, stubbornness, and passion,
had persuaded the eleven to abandon what was in fact the correct view in
favor of the incorrect one. Implicit in traditional marketplace theory is that
truth is the most powerful weapon to have in the process of persuasion. Yet
implicit in modern marketing theory is that catchy music, clever dialogue,
and Michael Jordan as an endorser may be far more important than the
truth of a proposition in getting the public to accept it. If this is the case,
then the fundamental rationalist underpinnings of the marketplace con-
cept are substantially weakened.

These are empirical questions, and it is no compliment to the American
free-speech culture to note that, at least in the context of anything looking
like the free-speech literature, there has been essentially no attempt to test
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any of them.18 Yet once we see that the relationship between a market
mechanism and the ability to identify the truth is contingent, empirical,
and possibly less reliable than has often been assumed, we should entertain
the same possibility with regard to market mechanisms and other social
goods. If markets are perceived not as defining value, or defining the good,
but rather as instrumentally effective ways of locating independently
defined social goods, then their ability to do so is a hypothesis to be tested
and not a conclusion to be accepted as axiomatic. It may be that markets,
for ideas or for anything else, are effective, but it may be that they are inef-
fective. And it may be that, even if ineffective, they are, as Winston
Churchill said of democracy itself, more effective than any of the other
ineffective alternatives. Yet the lesson of astrology, for example, remains. If
left to their own devices people will sometimes or often prefer falsity to
truth, this has important implications for taking the empirical claims of
marketplace-of-ideas theory as sufficient to justify allowing harmfully false
propositions to flourish.19 And if the fragile empirical underpinnings of
the marketplace-of-ideas argument might lead to hesitation, then the pos-
sibility is open that the same hesitation may apply to markets in general.

Conclusion: The Marketplace of Ideas as a Market 

The concept of the marketplace of ideas has traditionally been taken as a
metaphor, and only that, but in important respects the marketplace of
ideas should be seen more as descriptive and less as metaphorical. Initially,
most of the sources of market failure in markets for goods and services may
also be relevant to the marketplace of ideas. According to the rationalist
understandings that first generated marketplace-of-ideas theory, most
sources of market failure were irrelevant. For example, if a producer of one
proposition had ten times the resources that the producer of another
proposition had, the Enlightenment rationalist would have been uncon-
cerned, because the truth of even an outnumbered and outspent proposi-
tion would ensure its ultimate acceptance by the population.

In the context of modern developments in communications and infor-
mation technology, however, market failure in the marketplace of ideas
becomes especially important. If disparities of resources on the part of
those who offer propositions are relevant, and disparities in perception or
information on the part of recipients of propositions are relevant as well,
then the marketplace of ideas is no longer best thought of as a metaphor,
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but rather as just another market, a market in which the relevant trade is
not in widgets, and not in services, but in ideas, in knowledge, and in
propositions. The more we reject the rationalist assumptions of the
Enlightenment, then the more we accept that truth-independent factors
will determine what propositions people accept, what truths they believe,
and what knowledge they have. And the more we accept that truth-
independent factors will determine success and failure of propositions in
the marketplace of ideas, then the more the marketplace of ideas ought to
be thought of as a market in the nonmetaphorical sense. This may mean,
as it has for many people, that we ought not suspend what we believe and
know about markets when we are thinking about the marketplace of ideas,
and that the same concerns for market failure, resource disparity, and cap-
ture, for example, that pervade our thinking about markets should increas-
ingly pervade our thinking about the marketplace of ideas.20 Alternatively,
it may mean, as it has meant for others, that the same libertarian assump-
tions that we have traditionally applied to the marketplace of ideas ought
also to be applied to the market for goods and services.21

In some sense, these two approaches may look different, for one has
strong regulatory tendencies and the other has just the opposite. Yet in a
more important sense they are the same, because they both urge rejection
of what may be an increasingly unsupportable line between propositions,
on the one hand, and the other sorts of things that may be offered by pur-
veyors and evaluated by consumers, on the other. This attack on the line
between prevailing norms about speech regulation and prevailing norms
about goods and services regulation may in turn reflect the fragility of the
speech-action line on which almost any version of free-speech theory must
rest, but in the present context it may reflect something else as well.22 It
may reflect the fact that in a modern society knowledge, information, and
truths are as much the subject of trade as any other goods and services.
Microsoft, after all, was found to have attempted to monopolize illegally
largely in the context of a language and a system, and it may be no acci-
dent that free speech is often the rallying cry of the open-source/open-
code proponents in contemporary debates about control of information
technology. For many people, as this last example suggests, eighty years of
modern American free-speech theory provide the touchstone for ques-
tions of how, if at all, to regulate the world of information technology. But
for many others, the increasing commodification of knowledge and infor-
mation, and the increasing dependence of knowledge on tangible
resources, may suggest that it is also time to reconsider the past eighty
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years of American free speech doctrine and to reconsider the lessons of the
marketplace of ideas.
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The Marketization of
American Politics?

9  

I  , politics in democratic systems resembles a market.
Charles E. Lindblom makes this comparison explicit by arguing that both

markets and democracies are systems of popular control over “public deci-
sions.”1 Both systems he argues, are tied to individual preferences (either
votes or dollars) that actors strive to shape or capture, leading to competi-
tion among groups for market share. As he sees it, any political system that
requires parties and candidates to attract voters in order to win elections or
public support in order to govern effectively will exhibit at least some ele-
ments of a market model: “[Polyarchies] are . . . political systems that
are . . . like markets. They practice decentralization, diffusion of influence
and power, and mutual adjustment so that individuals and small groups
rather than national collectivities can strive for whatever they wish.”2

In the United States, since the expansion of the franchise in the mid-
1800s, groups have vied for votes and public support; only the “currency
of politics” has changed.3 In the nineteenth century, party machines dis-
tributed patronage and employed the partisan press to shore up their par-
tisan base. In the Progressive era, reformers distributed pamphlets and lit-
erature to directly educate the voters about pressing social issues and garner
political support for government reform. In the early twenty-first century,
parties, candidates, and interest groups struggle to gain power by selling
their political agenda (product) to voters (consumers) through the media,
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the mailbox, the telephone, and increasingly, the Internet. In contempo-
rary times, party organizations narrowly slice the electorate to target the
“swing voter,” while interest groups mobilize grassroots politics from the
top down to influence elections and policymaking. 

Since the mid-nineteenth century, the American political system has
undergone a series of changes that have heightened the market character of
U.S. politics. This transformation is rooted in a series of political reforms
and innovations that increased the size and breadth of the electorate as well
as the volume of electoral activity. These changes occurred simultaneously
with the rise of interest groups as actors in American politics, the infusion
of money into the political system, and changes in technology that gener-
ated the need for expertise to master the new campaign and communica-
tion technologies. Scholars characterize the shift created by these changes
as the move from popular politics to “merchandised politics” to “adver-
tised politics.”4 Margaret Scammell calls the current model “political mar-
keting,” or a consumer-oriented approach to politics, where politics is
defined as “what the market (electorate) wants and what it will bear.”5

The rise of modern political marketing coincides with the development
of a professional political class where the selling of expertise in the politi-
cal marketplace is a billion-dollar business.6 Political consultants, media
advisers, public relations specialists, and pollsters use mass marketing tech-
niques to attract political support for parties, candidates, issues, ballot ini-
tiatives, and referendums. Recalling Max Weber, these professionals either
live “for” or live “off ” politics; as he describes their role in political parties:

The modern forms are the children of democracy, of mass franchise,
of the necessity to woo and organize the masses, and develop the
utmost unity of direction and the strictest discipline. . . . “Pro-
fessional” politicians outside the parliaments take the organizations
in hand. They do so either as “entrepreneurs”—the American boss
and the English election agent are, in fact, such entrepreneurs—or as
officials with a fixed salary.7

Increasingly, though, the professional class appears to live “off ” politics, as
consulting becomes divorced from political ideology and parties and
political consultants take on an increasing number of corporate clients.
The future of such an industry appears limitless as Internet and global
markets open up new frontiers for the importation of political expertise
and technology.
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What are the normative consequences of a political system based so
heavily on the employment of political marketing techniques by political
professionals? There is an impulse to hearken back to the days of popular
politics when local interests, grassroots organizers, and mass participation
prevailed. But American politics has always exhibited market characteris-
tics, so it is difficult to bemoan the current state of affairs on these grounds.
Romanticizing the nineteenth century, moreover, is misspent energy be-
cause it ignores the ways elite, patrician politics systematically disenfran-
chised blacks, women, and men without property. Even the Progressive
efforts to “educate” voters to undercut the “popular” party machine
included support for municipal disenfranchisement. Mass appeals may be
an inevitable result of expansion of the electorate and may even empower
voters, as political elites are required to communicate with a wider array of
voters and citizens.8

On the other hand, the marketing techniques of modern American pol-
itics may be complicit in creating the distance between political leaders
and mass public represented by the increase in distrust and cynicism about
politics and the decline of political participation.9 Just as Robert Putnam
sees the rise of television as fundamental to creating disconnection from
civic life, similarly, political marketing may weaken the tenuous ties
between citizens and government.10 The fact that the political use of the
Internet, which has been hailed as an equalizer and a stimulator of politi-
cal engagement, exhibits the same marketing and advertising characteristics
as other communication media, which does not bode well for people seek-
ing to “reconnect people to politics.”11

Innovation in Political Marketing 

Since the rise of universal white male suffrage in the early 1800s, parties
and candidates have organized politics around attracting voters with a
combination of mass appeals and distribution of material benefits.12 Jack-
sonian reforms such as “white manhood suffrage, the paper ballot, small
polling districts, direct election of governors, presidential electors, head of
state executive departments and local government officials” moved Ameri-
can politics away from elite politics to popular politics characterized by
high voter turnout and intense partisanship.13 In the mid-century, north-
ern electoral politics revolved around highly organized, cross-class torch-
light parades, mass rallies, campaign clubs, marching companies, and
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importantly, the partisan press. Later in the century, parties and their
machines relied on the distribution of material benefits—jobs or services—
to shore up partisan loyalties.14

The expansion of the electorate and the advent of direct elections, as
well as the demands of party organizing, required both a local and a
national professional political class.15 First, popular politics was a local
affair with party committees acting as small, decentralized units.16 Second,
the expansion of office subject to popular elections meant that elected offi-
cials were relatively dependent upon party professionals, especially because
few candidates in this period publicly campaigned. Finally, party machines,
while the beneficiaries of federal patronage, largely relied on ties with
municipal governments for jobs and services to distribute to the party
faithful. As Martin Shefter describes the situation, it seems remarkably sim-
ilar to the professional class of today:

These developments made it possible for such men-on-the-make to
live off politics by serving as agents for private interests in their deal-
ings with government (the Jacksonian period saw the rise of the
lobby), by moving into and out of public office, and by making per-
sonal contacts and obtaining public contracts (e.g., printing con-
tracts) that were useful in their private careers. The Jacksonian
reforms, then, placed at the very center of the political system a group
of middle-class professional or semiprofessional politicians.17

The rise of liberal or reform politics initiated the demise of party
machines and weakened political parties but did not spell the end of polit-
ical marketing or the role of political professionals. Popular politics gave
way to “education politics,” where party reformers promoted “objective”
and “intelligent” communication with the voters particularly through
pamphlets and brochures.18 The reform goal was to communicate directly
with the voters or “respond directly to the voice of the people” rather than
through local party organizations or the partisan press.19 Education politics
also strengthened the national party committees at the expense of local
party organizations as their “literary bureaus” bypassed party machines.
Education politics, however, did not prevent the rise of candidate-centered
campaigns, what Perloff calls “merchandised politics.” President
McKinley’s campaign manager, Mark Hanna, was the early master of
“packaging” candidates. He urged McKinley to respond to William
Jennings Bryan’s mass appeals and oratory by offering interested parties
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railroad passes to travel to McKinley’s front porch to listen to his well-
rehearsed stump speech.20 Campaigns started placing advertisements in
newspapers and magazines, mimicking the practices of the emerging adver-
tising industry. In the 1912 presidential campaign, all three major candi-
dates had “publicity bureaus.” By 1920, 

the transformation of political style was complete. The belief that
reasoned appeals should persuade thinking voters—the hallmark of
an educational campaign—had disappeared, lost among the bill-
boards decrying “wiggle and wobble.” Abandoning education, the
political advertisers would manipulate the voter, seize the “psycho-
logical moment” to shape his perceptions, and sell him a product.21

In this same period, Progressive activists promoted reforms that
increased the number of elections people participated in and the number
of people who participated in politics. Because direct primaries, the direct
election of U.S. senators, and the rise of ballot initiatives required direct
appeals to the public, the opportunities grew for extra-party groups to
wield political influence. Progressive reformers and voluntary associations
such as supporters of prohibition and temperance took an active part in
promoting referendums and ballot initiatives.22 South Dakota held the
nation’s first referendum in 1898, and ballot initiatives were employed fre-
quently during the Progressive era between 1910 and 1930. Direct democ-
racy declined during the Depression and World War II, though it
expanded in the 1970s; one of the most far-reaching referendums approved
by voters was California’s Proposition 13, which in 1978 limited the state
legislature’s ability to raise property taxes.23 Between 1898 and 1992, 1,700
initiatives appeared on ballots, mainly in Oregon, California, North
Dakota, Colorado, and Arizona.24 Currently twenty-four states permit
direct democracy in some incarnation.25

Modern Political Marketing 

Over time the American electorate expanded in size and breadth while the
political system exhibited increasing electoral activity, and extra-party
groups entered the political fray. The requirement that voters be property
owners was eliminated by the mid-1800s, and women received the right to
vote in 1920. By the mid-1960s, federal legislation had eliminated the legal
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barriers to blacks’ political participation. Also in the 1960s the increase in
government activity and regulation created more need and opportunity for
interest groups to influence policy outcomes.26 In this environment,
changes in technology, particularly communication media, and campaign
finance meant the political sphere embraced political marketing on a dif-
ferent scale than in the nineteenth century. 

Technological Changes 

Various technological innovations altered the manner in which politicians,
parties, and interest groups communicated with the public and expanded
the toolkit these actors used to persuade voters and influence public opin-
ion. In the nineteenth century, though politics was largely a local affair,
politicians and parties communicated to the public and their partisans via
newspapers, pamphlets, and handbills. The explosion in mass communi-
cation through the introduction of the telephone, the radio, and the tele-
vision, however, altered strategies of political communication and persua-
sion. Political groups, politicians, and parties acquired an ability to reach
an audience unimaginable in the past. Once introduced, both radio and
television expanded rather rapidly (in comparison with telephones, which
took longer to reach 93 percent of households).27 For example, it took only
a decade, from 1950 to 1959, for 90 percent of American homes to own
televisions.28 

Radio and television created national audiences for political candidates;
Franklin D. Roosevelt’s fireside chats, which reached 60 million listeners,
are an often-cited early example.29 These communication media enabled
candidates to communicate with the mass public, a development that
Larry Sabato associates with the shift from “retail” politics to “wholesale”
politics. Dwight Eisenhower was the first presidential candidate to make
extensive use of communication technology; he hired agencies from the
advertising world to produce forty-nine television spots and twenty-nine
radio spots and spent an estimated $1.5 million on the “first media blitz.”30

Campaigns began to rely heavily on television advertising, as well as the
broadcasting of the debates and conventions, to reach win voters. By 1996
the candidates for president, the House of Representatives, and the Senate
spent an estimated $400 million on advertising and television, which
remains the dominant mode of political communication to the general
public.31
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Polls and surveys used by candidates, parties, and interest groups to
gauge their success with the mass public stemmed from the scientific tech-
niques developed by the market research industry. Polling legends George
Gallup, Elmo Roper, and Archibald Crossley, all of whom got their start in
market research, successfully predicted the outcome of the 1936 presiden-
tial race, attracting the interest of an audience already attentive to newspa-
per-sponsored straw polls.32 Despite being beset by various polling disasters
(remember “Dewey Defeats Truman”), the political polling industry grew
rapidly. Presidents as early as Franklin D. Roosevelt paid attention to pub-
lic opinion surveys, especially the polls sponsored and published by
Fortune and Literary Digest magazines.33

Advances in the application of sampling theory and use of telephones,
rather than face-to-face interviews, spurred the development of the indus-
try. The nearly universal penetration of the telephone and the advent of
random digit dialing (RDD) meant wide access to cheap and accurate sur-
veys and polls. Soon consultants adopted other innovations from market
research, such as focus groups and dial meter testing (in which groups of
voters register their opinions of video on dial meters), to test the effective-
ness of the massive volume of television ads produced by media consul-
tants. Microcomputers with the capacity to process data quickly and other
innovations such as computer-assisted telephone interviewing (CATI),
which permits complicated branching and randomization in surveys as
well as simultaneous data entry, can make data available the moment a sur-
vey ends. Thus during the 1992 Democratic convention, the Clinton cam-
paign could conduct national sample surveys every evening, testing the
impact of each night of the convention, and produce “banner books,” or
complete survey results, by 4 A.M. the next day. 

Technology has also sped up the process of producing political adver-
tising. Media firms now have the ability to produce ads in a matter of
days or hours in response to campaign events. Campaign ads can be
tested with “dial groups” and introduced into the advertising rotation
the following day.

Money 

The massive infusion of money into the American political system is one
of the most well documented and bemoaned innovations in modern poli-
tics. Although money has long been a feature of our nation’s political land-
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scape, in recent years candidate and party spending and campaign costs
have far outpaced inflation.34 The rising costs of campaigns are linked to
the requirements of television advertising and campaign technology—cer-
tainly not to any increased competitiveness for seats in the houses of Con-
gress (98 percent of incumbents were reelected in 1998). Money is raised
by parties and campaigns, from individuals, and by political action com-
mittees (PACs) representing interest groups, corporations, and unions.
Money is spent during and between election cycles by parties and candi-
dates, as well as by interest groups and PACs on independent campaigns on
behalf of parties, candidates, and ballot initiatives.35

Current campaign finance law limits individual contributions to
$2,000, and PACs can contribute a total of $10,000 during the primaries
and general elections. In 1998 federal candidates and national parties
raised approximately $1.5 billion (including soft money) from individuals
and PACs.36 Large individual donors contributed a plurality of the funds,
though small donors and PACs chipped in a significant amount as well. In
fact, over time, PACs have contributed an increasing proportion of cam-
paign funding; in 1972, PACs gave $12.5 million; and in 1998 their con-
tributions reached $269.2 million. In comparison, in 1974 nearly 80 per-
cent of donations came from individuals, but in 1998 individual donations
constituted only 58 percent of campaign donations.37

Although there are limits on contributions to candidates and PACs,
individuals and PACs can give unlimited money to campaign commit-
tees.38 This so-called soft money is an unintended consequence of the cur-
rent campaign finance system.39 In the 1990s the party committees set new
records for raising soft money during each election cycle. For instance, the
Democrats raised $84.4 million in soft money between January 1997 and
November 1998, 82 percent more than in the 1993–94 period. The
Republicans raised $111.3 million in soft money in the same period, an
increase of 112 percent over 1997–98.40 In the 1999–2000 election cycle,
the Democratic Party and its committees raised $372 million (46 percent
in soft money), and the Republican Party and its committees raised
$506 million (52 percent in soft money).41

Campaign spending has vastly outpaced inflation. Sandy Maisel finds
that the mean expenditure of an incumbent in a House race increased
785 percent, from $53,384 in 1974 to $472,000 in 1998.42 In 2000 the
mean expenditure for a House race was $645,090.43 The mean expenditure
of an incumbent Senate candidate increased 697 percent, from $437,482
in 1974 to $3,484,927 in 1998. In 2000 the mean expenditure for a Senate
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race was $5,545,737. Some individual races reached new heights in cam-
paign spending. In the New York Senate race between First Lady Hillary
Clinton and Representative Rick Lazio, for example, collectively the can-
didates and groups spent $93 million. Overall, House and Senate candi-
dates spent $963 million during the 1999–2000 election cycle, a signifi-
cant increase over both the 1993–94 and 1995–96 campaigns. In the
presidential race, George W. Bush spent $183 million and Al Gore spent
slightly less, $118 million.44

Campaign spending is not limited to parties and candidates; according
to a report released by the Annenberg Public Policy Center, the major
advocacy groups spent between $130 and $150 million on “issue” adver-
tising during the 1996 campaign.45 The AFL-CIO, for instance, spent
$35 million in the 1996 presidential advertising against freshman GOP
members of Congress.46 In the 2000 election, labor spent $56 million and
business groups spent $841 million in support of Republican and Demo-
cratic candidates.47

The Modern Professional Political Class 

These changes—the expansion of the franchise and campaigns, the greater
number of political actors, the advances in campaign and communication
technology, and the infusion of money—create a set of conditions
amenable to the development of a modern professional political class. It is
estimated that the number of political consultants tripled in the 1990s.48

Consultants have myriad and numerous opportunities to work for parties,
candidates, and interest groups at the local, state, federal, and increasingly,
international levels. It is estimated that candidates and parties spent
roughly $3 billion on campaigns in 2000, which kept busy the estimated
3,000 consulting businesses in the United States.49 Consultants will sell
their expertise in general strategy, polling, media and communication, di-
rect mail, fund-raising, and website development. They work in many
capacities—as strategists (consulting, campaign management, polling,
media, direct mail), specialists (research, telemarketing, fund-raising,
media buying, speech writing), and vendors (of website development,
printing services, voter files, campaign software).50 Moreover, there is
ample money to fund the retention of expertise, which does not appear to
be diminishing in the absence of campaign finance reform. 
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Modern political consulting emerged from advertising, public relations,
and journalism. The first paid modern political professionals were Clem
Whitaker, a journalist, and Leone Smith Baxter, a public relations special-
ist, who were hired to help defeat a ballot initiative championed by Pacific
Gas and Electric (PG&E) in 1933.51 They went on to work on over seventy-
five campaigns with a 90 percent success rate through a combination of
“public relations with candidate and referendum campaign consulting.”52

Political consulting exploded in the 1960s and 1970s. For example,
witness the transformation of market research tools into the development
of political polling. President Kennedy relied on pollster Louis Harris,
and President Johnson employed Oliver Quayle, but President Nixon
institutionalized the use of survey data in the White House, commission-
ing 233 private polls between 1969 and 1972 during both the campaign
and the administration. Nixon developed a specialized staff and distribu-
tion system for gauging public opinion, which guided policy development
and media relations.53 Later presidents employed high profile pollsters
such as Pat Cadell (President Carter), Richard Wirthlin (President
Reagan), Fred Steeper (President George Bush), and Stanley Greenberg
(President Clinton; he later also used Dick Morris, Mark Penn, and Doug
Schoen). These consultants do the work of what Sidney Blumenthal cyn-
ically calls the “permanent campaign,” or the transformation of gover-
nance into “an instrument designed to sustain an elected official’s public
popularity.”54

As the polling industry exploded and survey research became more
affordable, polls trickled down from the presidential level. By 1966 most
Senate candidates used surveys in their campaigns, as did roughly half of
the House candidates.55 In 1992 nearly two-thirds of the candidates for the
House of Representatives ( and 75 percent of the incumbents) hired con-
sultants.56 Today the party committees employ pollsters and often make in-
kind contributions in the form of polling data to House and Senate candi-
dates or subsidize presidential polling. At the state level, using a party’s
preferred consultant is often a prerequisite for receiving party funding.57

Of course, interest groups hire political consultants both during and
between election cycles as well. The interest group universe is made up of
a variety of groups—membership organizations, business associations,
trade associations, labor unions, farm groups, professional associations, cit-
izens’ groups and advocacy groups, civil rights and social welfare organiza-
tions, corporations, and public interest law firms—all concerned with
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affecting policy outcomes on behalf of their membership, constituency, or
industry.58 In fact, increasingly, political consulting firms are shifting to
issue and corporate work, in part to avoid the financial instability inherent
in a client base available only during the election cycle.59

The health care debate in 1993–94 is an instructive example of both the
permanent campaign and interest group use of consulting to affect public
policymaking. In its early days, the Clinton administration commissioned
a substantial number of surveys to gauge the level of public support for
health care reform and, after the release of the blueprint, to present the
reform plan to the public.60 President Clinton’s consultants played a central
role in framing the health care reform plan, along with administration offi-
cials. At the same time, the Health Insurance Association of America
(HIAA) and the National Federation of Independent Business (NFIB)
launched their own offensive against the proposed health care plan. The
HIAA hired Republican pollster Bill McInturff who, along with consul-
tants Ben Goodard and Rick Claussen, created the infamous “Harry and
Louise” advertising campaign that helped undercut public support for the
reform.61 The HIAA spent $14 million on the Harry and Louise ads as part
of the estimated $100 million spent by organizations in favor of and
opposed to the health care plan.62 The public relations battle over health
care, while tapping real concerns in the general public about the state of the
nation’s health care system, was defined by the battle between interest
groups and the Clinton administration to control how people thought
about reform. 

The resurgence of ballot initiatives has fueled the consulting industry as
well, particularly because working on initiative campaigns is often more
lucrative for consultants than working for candidates.63 For example, in
the 2000 season, wealthy backers poured millions into funding the signa-
ture and advertising campaigns for school voucher ballot initiatives in
California and Michigan.64 Most ballot initiatives require the signatures of
between 2 and 15 percent of a state’s population, often with limits imposed
on the amount of time for gathering signatures.65 For example, under
California law, organizers have 150 days to get 433,000 valid signatures of
registered voters. Signature-gathering firms charge a fee for each signature,
and costs increase as the organizers near the time deadline. In the 1990s,
signature gatherers were paid 25–35 cents per signature, crew chiefs were
paid 5–10 cents per signature, and the companies charge the client an addi-
tional percentage on top.66 The half-dozen signature-gathering firms in
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California and Nevada can charge between $700,000 and $1 million for a
single ballot initiative.67

As the ballot initiative example suggests, political consulting is lucrative.
Twenty percent of political consultants earn more than $200,000 a year,
though their incomes differ widely.68 Media consulting is the most prof-
itable sector. First, in response to the rise of television politics, campaigns
spend an enormous amount of their budgets on paid media rather than
get-out-the-vote or direct mail. Media expenditures (advertising and con-
sulting) generally consume at least half of a candidate’s budget.69 Second,
media consultants receive a percentage of the “media buys” they place on
behalf of their campaigns. In statewide or national races, this cut of the
media budget can mean millions of dollars for consulting firms. 

The Next Frontier: The Internet 

According to many scholars and commentators, the Internet promised to
expand political participation and civic engagement as it equalized access to
political information and provided expanded opportunities for political
interaction.70 Most studies show, however, that the politically engaged and
interested, not the disenfranchised, go online for political information and
news.71 In the current period, the real political promise of the Internet rests
on how groups—parties and candidates, interest groups and grassroots
organizations—use it as an organizing tool and for political communica-
tion.72 Not surprisingly, campaign professionals and others are attempting
to make the Internet the next frontier in political marketing. 

Presidential candidates and parties began thinking about the power of
the Internet to reach voters, recruit volunteers, and raise money in 1996,
but the 2000 presidential primaries truly raised its political profile when it
was reported that John McCain had raised $3.7 million online through
February 10, 2000.73 This fund-raising success represents a significant
increase over prior election cycles: in 1997–98 candidates raised only
$100,000 over the Internet, or one-tenth of 1 percent of all campaign
funds.74 Consultants and firms, however, are busy figuring out how to use
the Internet to raise money for political candidates and groups. For exam-
ple, Campaign Solutions, the web consultants to the McCain campaign,
earned a percentage of each dollar contributed on the McCain website.75

Firms, moreover, have successfully lobbied the Federal Election
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Commission to accept innovations in Internet fund-raising. For instance,
Campaign Advantage, an Internet campaign consulting firm, successfully
sought approval for the use of “e-checks” instead of credit cards, and the
FEC ruled in June 1999 that credit card contributions are eligible for fed-
eral matching funds.76

Candidates and party committees are developing strategic partnerships
with websites in order to increase their pool of campaign contributors. For
example, Voter.com joined with eContributor.com to create “strategic part-
nerships with web ‘portals,’ which will spend millions of dollars on adver-
tising this political season in hopes of becoming the most heavily trafficked
site for political information. Campaigns that sign up with Voter.com can
then raise money—using eContributor.com’s system—from all the visitors
lured there by ads.”77 Although online fund-raising does not rival conven-
tional methods, of the estimated $3 billion spent during the election can-
didates raised $50 million over the Internet.78

Political consultants use “cookies” to track the online profile of poten-
tial contributors and voters to generate targeted fund-raising and political
appeals.79 Companies hope to use this information to reach particular vot-
ers and contributors efficiently. For example, Aristotle Publishing, an estab-
lished campaign technology firm, and America Online will use informa-
tion about online users to target banner ads to specific voters (at a cost of
1 to 7 cents an ad). They will define their audience by “congressional dis-
trict, legislative district, party affiliation, vote history and other political
information.”80 Others are developing software to create online political
profiles of users or “collaborative filtering” to “slice and dice the electorate
into preference groups [for example, soccer moms] so that they can be tar-
geted with more precise and effective messages.”81

Political sites are often for-profit ventures that lack an analog in the
“real” world.82 Many of the highest profile “grassroots” sites received ven-
ture capital from prestigious firms such as Charles River Ventures and have
awarded stock options to their famous political board members such as
former White House press secretary Mike McCurry and former White
House chief of staff John Sununu at Grassroots.com and former represen-
tative Tom Downey at SpeakOut.com.83 Sites that promote civic engage-
ment and the dissemination of “neutral” political information such as
SpeakOut.com, Grassroots.com, Votenet.com, and Voter.com are all for-
profit ventures that collect data about their registered users, which they
hope to provide to political clients.84 SpeakOut.com, for example, uses its
database of registered users as a pool for focus groups and public opinion
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information. Sarah Schafer of the Washington Post reported, “[Ron]
Howard [founder of SpeakOut.com] hopes to make more than $5 million
in revenue this year by selling polling data to special interest groups and
others.”85 In fact, SpeakOut.com calls itself an “opinion research com-
pany”; it compiles the views of its registered users for its strategic partners
and conducts surveys among the user base, who are rewarded with fre-
quent-flier miles and other incentives for participating.86 After the 2000
election, Grassroots.com formed a partnership with a public affairs firm to
create lobbying software for their clients such as Amnesty International
and Verizon, a telecommunications company.87

Voter.com, which raised $15 million in its first round of financing,
hoped to generate revenue by selling web server space to political groups
for $50 a month.88 (Voter.com, however, went out of business in 2000.)
Grassroots.com will sell “Web hosting and Web site services to candidates,
politicians, interest groups . . . online advertising and online capabilities
such as email distribution, online polling and surveys.”89 Even the political
parties are getting on board. In 2000 the Republican National Committee
launched a for-profit subsidiary—GOPnet.com—that sells dial-up services
with “contacts, volunteering opportunities, chat rooms, news, and humor
for Republican activists.”90

The Internet even hosts profit-making ventures in areas that were for-
merly the purview of government. In the 2000 primary season the state of
Arizona experimented with online voting with the aim of increasing voter
turnout. The state hired Election.com to conduct the online election,
which previously worked for groups such as trade associations and labor
unions. The founder of the company sees limitless possibilities: “There are
512,000 public elections annually, as well as elections held by 1.7 million
private organizations.”91 Votation.com is behind the ballot initiative Cam-
paign for Digital Democracy, which seeks to legalize online voting in
California.92 Its loosely associated advocacy arm, Votesite.com, aims to
submit electronically signed petitions to the Registrar of Voters as it builds
its Internet Initiative System (IIS), a system to collect digitally signed ini-
tiative petitions.93

Finally, polling and survey research have migrated to the Internet.
Because more and more people are using caller identification and call
blocking to block phone marketing calls to their homes, telephone
response rates have declined. In response, polling firms are attempting to
conduct survey research over the Internet, which promises to be an afford-
able way to contact people and to employ sophisticated multimedia with
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large samples. Online polling faces many challenges, most significantly
generating a representative random sample.94 Currently, most web polling
ventures rely on volunteer-based Internet panels recruited by banner adver-
tisements. Web panels are used most widely in market and commercial
research because survey researchers generally are skeptical about the exist-
ing sampling procedures. Firms, however, are attempting to attract politi-
cal clients. Harris Interactive (formerly Louis Harris and Associates), a
well-known public opinion firm, has invested a significant amount of its
own capital in an Internet panel with millions of participants worldwide
devoted to market, political, and opinion research. Harris Interactive
entered into a partnership with Excite.com, which hosted “Harris Inter-
active Election 2000” surveys throughout the election season.95 Harris’s
first forays into political prediction have not been entirely successful, and
great skepticism remains in the survey research community about its sam-
pling and weighting procedures.96

Conclusion 

As we moved from nineteenth-century populist politics to the mass politics
of the twentieth century, political marketing remained a constant feature of
the American political landscape. As we begin the twenty-first century, the
Internet does not appear to have fundamentally altered the transactional
relationship among parties, candidates, consultants, interest groups, and
voters. Moreover, the relative failure of efforts to introduce campaign
finance reforms, the exponential increase in ballot initiatives, and the
increasingly lucrative nature of political consulting do not bode well for
critics of political marketing. All of these forces conspire to sustain mass
marketing as a way to organize American politics. 

Given that the use of marketing techniques to reach voters is likely to
endure, we need to consider the impact of mass marketing on our democ-
racy. In the aggregate, one could argue that mass marketing is an effective
and efficient way to target information in large democratic systems. In a
nation of this size, it is difficult to imagine town meetings, caucuses, or
direct democracy as a way of communicating our preferences to political
leaders. Moreover, these idealized forms of democratic participation are
often biased in unacceptable ways, because the most ideologically and
politically engaged tend to participate and drown out marginal voices. 
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But from the perspective of distributive equity, there are ways that polit-
ical marketing undermines the democratic reach of our political system.
Marketing places a premium on targeting citizens who are likely to vote or
hold strong partisan views. The political effort to “slice and dice” the elec-
torate to reach the “swing voter” is not an exercise in mobilizing new par-
ticipants to join the political debate. The infusion of big money into elec-
toral politics, ballot initiatives, and lobbying means that the barriers to
entry for the average citizen are high. Moreover, the transformation of
grassroots lobbying into a highly professional enterprise means that mobi-
lization occurs from the top down rather than from the bottom up.
Ultimately, modern political marketing remains a one-sided transaction
between elites and citizens, a circumstance that probably limits the diver-
sity of voices in our political debate and inhibits greater citizen engagement
in electoral politics and public policymaking.
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P  A have surely noticed something
new in the coverage of elections and policymaking: an explosion of

stories about high-technology companies and issues.1 Led by the legal tra-
vails of Microsoft, the high-tech policy agenda encompasses concerns
about privacy, the effect of the Internet on China, taxation of e-commerce,
and much more. Presidential candidates and congressional leaders are reg-
ularly photographed hobnobbing with computer executives at fund-raisers
and media events. Suddenly, it seems, there is a whole “new politics” that
parallels the so-called new economy.

The journalists are undoubtedly right that there are new players on the
Washington scene whose interests derive in one way or another from the
deployment of new information technologies in society. Firms such as
Microsoft, Cisco, and America Online (AOL) took an interest in public
policy only in the second half of the 1990s and seem to have made a big
impression on elected officials and policy outcomes during that period.2

Their involvement is an important development in American politics, with
consequences that can only dimly be foreseen. The media buzz, however,
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exaggerates the novelty of high-tech’s presence in Washington. The atten-
tion paid to a few prominent newcomers leads readers, viewers, and surfers
to overlook the many high-tech firms and associations that have established
themselves in the nation’s capital over the past quarter-century or more.
There is a larger and longer political learning process in progress within this
industry, and the late 1990s represent but the latest stage of it.

Moreover, viewed in the broadest context, the “new politics” represented
by the high-tech industry is as old as the marriage of capitalism and democ-
racy that has distinguished the United States since its founding.3 Market
economies like ours must continually generate and diffuse innovations in
production and distribution to remain healthy. Efforts to innovate
inevitably generate tensions that find expression in our pluralistic politics.
Although the specific forms and outcomes of innovation-related political
conflicts are historically contingent, the presence of a new economy and a
new politics in contention with the old ones is, paradoxically, not new at all.

In this chapter, I attempt to put the political development of the con-
temporary high-tech industry in perspective in the ways sketched above. I
provide a typology of generic processes that draw technologically innova-
tive industries into American politics. I illustrate this typology with exam-
ples drawn from the contemporary high-tech industry. I then make a more
systematic empirical reconnaissance of this industry, showing that its polit-
ical development does not follow the contours that a casual reading of the
press would lead one to expect. I conclude with some speculations about
the political future of this industry and others like it that will surely emerge
in the coming century.

Premises: Pluralism, Instrumentalism, and Bounded Rationality

Before turning to the meat of my analysis, I want to make some of its key
premises explicit. These premises situate my views with respect to several
major debates in the study of American politics and frame my data collec-
tion and interpretation. One premise is that political power in the United
States is divided in significant ways among a variety of institutions and
actors. Elected officials, bureaucrats, and interest groups of various sorts,
including businesses, jostle for control of governmental authority and
resources. Any emerging industry takes its place on an already crowded
stage, rather than being invited to join a power elite (as some theorists of
American politics would have it) or securing official representation in
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decisionmaking processes (as might be the case in a corporatist system).
That is not to say that power is divided equally or fairly; one needs re-
sources to participate. But there are many kinds of resources, including
some that cannot be held by any business (such as the right to vote in an
election or on the floor of Congress).4

Another premise is that influence in Washington is exercised, at least in
important part, overtly. People meet, presentations and appeals are made,
pressure is mobilized, contributions are given. To get their way on issues
that they care about, high-tech businesses have to do the things that other
interest groups do, which means that they must invest in specialized orga-
nizational capabilities. They cannot simply assume that they are so impor-
tant that governmental actors will look out for their interests (as a struc-
tural power perspective would suggest) or rely entirely on their symbolic
authority to overcome any resistance to their wishes (as theorists of cultural
hegemony might claim). Some of these investments in politics and public
policy can be observed, such as when a firm opens a Washington office or
makes campaign contributions, and so can some of their immediate results,
like invitations to appear before congressional committees. That is not to
say that the system is perfectly transparent; much goes on behind the
scenes. But such observations, I assume, can serve as the basis for making
inferences about the overall process of an industry’s political development.

In addition to pluralism and instrumentalism (as I would characterize
my first two premises), I also take bounded rationality as a premise; it
applies to all of the actors in the policy process, including high-tech firms.
Attention is a scarce commodity, and the capacity to collect, process, and
act on relevant information is limited. Uncertainty is common with regard
to likely outcomes of policy debates and implementation, others’ inten-
tions and actions, and even one’s own (or one’s organization’s) best inter-
ests. (Indeed, if some recent accounts of interest group politics in the
United States are to be believed, uncertainty in such matters has become
pervasive.)5 Institutionalized relationships resolve uncertainty by shaping
beliefs and thereby drive action.6 Of course, change is nonetheless possible.
But for change to occur, something (like a threat to a critical resource) has
to get the attention of those in control, and their reactions may not lead to
outcomes that correspond to their intentions. 

The policy-related activities of high-tech firms are particularly subject to
these constraints. Washington is usually peripheral to the main objectives of
these firms; senior managers tend to worry more about customers and sup-
pliers than about members of Congress. Indeed, if they lack a dedicated
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government affairs function, these managers may receive very little infor-
mation about public policy at all. Moreover, they may not have the knowl-
edge and skills to react effectively when they begin to pay attention. On top
of these internal difficulties in addressing public policy issues, high-tech
firms face the collective action costs that all unorganized groups face with-
out much in the way of an institutional infrastructure that might reduce
those costs.7

The first two premises, pluralism and instrumentalism, lead me in the
next section to define two processes of political engagement that charac-
terize innovative industries. The third, bounded rationality, helps me then
to explain why these processes have played out the way they have in high-
tech industry.

The Politics of “Creative Destruction” 

The motivations for firms in innovative industries to get involved in elec-
toral politics and public policymaking flow from their role in the larger
process of economic growth that Joseph A. Schumpeter famously charac-
terized as “creative destruction.” The motor of the economy, in
Schumpeter’s view, is entrepreneurship based on innovation, particularly
the development of new products and services. Entrepreneurial creativity is
stimulated by the possibility of windfall profits, reaped by a fortunate few.
The destruction the fortunate few wreak is on those whose livelihoods are
tied to the existing ways of doing things. Henry Ford’s automobiles, for
instance, crippled the railroad industry; corporate empires evaporated and
whole occupations virtually disappeared. Schumpeter’s ideas have attained
a new respectability in the past couple of decades, but their political impli-
cations have yet to be explored in the way that those of Adam Smith, Karl
Marx, or John Maynard Keynes have been.8

In this section, I describe two sets of processes that stimulate the politi-
cal development of innovative firms and industries. The first derives from
entrepreneurial creativity, which is not necessarily restricted to building
organizations and products, but may also extend to mobilizing public
resources to secure new markets. I label these “offensive processes,” because
the innovating industry takes the initiative to influence public policy. The
second has its roots in the destruction wrought by entrepreneurs, as the
“old economy” seeks to deploy governmental authority to strike back at the
“new economy.” These are “defensive processes,” which have been well
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characterized by the great American political scientist E. E. Schatt-
schneider. I illustrate both sets of processes with examples from the high-
tech industry, but I believe they are more general phenomena of capitalism
and democracy that can and should be explored in the development of
other high-tech sectors in other places and at other times.

Offensive Processes

Entrepreneurs assemble and deploy resources, especially money, knowledge,
and people.9 Although we tend to think of them spending their time per-
suading venture capitalists, technical experts, and managers to work with
them, they may also recruit the state to put its resources behind their efforts.
If entrepreneurs are entering areas in which government has an established
interest, new enterprises (as in the contemporary biotechnology-
pharmaceutical industry) may be “born political.” Indeed, for a few firms,
such as the telecommunications start-up MCI in the 1960s, political action
is an essential component of the entrepreneurial business plan.10 The entre-
preneurs who built the contemporary high-tech industry have occasionally
but not systematically relied upon state-supplied or state-subsidized
resources.

Public money, for instance, was a key determinant of the fate of early
American high-tech entrepreneurs. From the late 1940s until well into the
1960s, U.S. government agencies were the main buyers of computers and
the dominant funders of computer-related research and development
(R&D). Government support was particularly critical at the cutting edge
of technology, where firms honed products and services that were often
incorporated later into commercial products. Not surprisingly, some of the
oldest high-tech industry public policy offices in Washington, such as
IBM’s, began as adjuncts to or spinoffs from federal sales divisions.
Keeping public money flowing was a vital task. Tax breaks can be as valu-
able as direct subsidies, at least for firms with revenues or the near-term
prospect of them. High-tech executives have been prominent among those
who have made the case in Washington that the market provides inade-
quate incentives for private R&D and investment spending and that the
public ought to enhance those incentives with tax credits. Hewlett-
Packard’s public policy program, for example, emerged in the early 1980s
in part as a response to this opportunity.

Mobilizing government assistance to secure knowledge for entrepre-
neurial gain is a somewhat more subtle process than mobilizing government
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subsidies. The same market failure that justifies a tax subsidy for R&D,
however, justifies intellectual property rights, which invest private knowl-
edge with public protection (as Jean Camp discusses in chapter 6).
Entrepreneurs typically employ lawyers to pursue and defend those rights,
but occasionally technological innovations pose such a challenge to the
established jurisprudence that entrepreneurs seek legislative or other policy
actions to buttress their legal positions.11 Ebay and Amazon.com, for
instance, have invested in public policy capabilities with specific intellectual
property objectives in mind. Another important source of knowledge for
high-tech firms is academia. Publicly supported scientists can contribute
ideas to such firms in a variety of ways, including through the granting of
licenses to university-held intellectual property. But because the benefits of
academic research funding are diffuse and take a long time to materialize,
most entrepreneurs have difficulty recognizing and acting on an interest in
it. Not surprisingly, the high-tech industry has until recently done relatively
little to advocate for public funding of academic R&D. This reticence
stemmed in part from the fact that the defense establishment has been
intensely interested in computer science and related disciplines and served
as a surrogate advocate for the industry. With the end of the Cold War,
though, industrial interest in nondefense academic R&D has grown to the
point that the issue engages high-tech executives who in an earlier era would
have had little or nothing to do with Washington.

Academic R&D also produces well-trained and creative people, a third
important resource for high-tech entrepreneurs. Because the U.S. univer-
sity system draws talent from around the world, often subsidized by foreign
governments, the American high-tech industry has been able to recruit a
multinational work force rather easily. In recent years, this recruitment has
been so intense that the industry has bumped up against limits on immi-
gration of highly trained workers, and this restriction has prompted a col-
lective political response by the industry. Immigration and, to a lesser
extent, improvement of American education are now high-priority agenda
items for such organizations as the Information Technology Association of
America (ITAA).

Defensive Processes

Schumpeterian entrepreneurs seize opportunities, but in doing so they may
pose threats to established interests. Such threats prompt a characteristic
response, which was described by Schattschneider, albeit in a different con-
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text.12 A fight is never over, Schattschneider argues, until the entire audi-
ence has been drawn in. An interest imperiled by a technological innova-
tion, Schattschneider leads us to believe, is likely to try to expand the scope
of conflict, to capture the attention and support of previously unengaged
parties. What would otherwise be lost as a result of market competition
may be salvaged through political appeals. Such appeals provoke a coun-
tervailing response, drawing high-tech companies into a political arms race.
Several sorts of arms races can be observed in high-tech’s political history.

The most obvious pit older industries against newer ones. As new tech-
nologies bite into existing businesses, those businesses, which are typically
experienced in Washington politics, may fight back by seeking to impose
barriers to entry or to raise their new opponents’ costs. The long-running
skirmish between the computer and telephone industries illustrates the
point. In the 1960s and 1970s, AT&T sought to classify as much com-
puter equipment as possible as communications equipment so that it
would be subject to Federal Communications Commission oversight, an
arena in which it held a substantial advantage. IBM (among others) ob-
jected vehemently, and the success of the deregulatory coalition of which
IBM was a part contributed substantially to the conditions that allowed the
Internet to grow so rapidly in the 1990s. More recently, Internet applica-
tions have sparked a new round of conflict over the boundaries of com-
munications regulation, such as the debate over open access by Internet ser-
vice providers to cable television and telephone networks. Indeed, the
commercialization of the Internet has substantially broadened the scope of
interindustry conflict in Washington. Broadcasters, for instance, have come
into conflict with the high-technology sector in the debate over high-
definition television. Electronic commerce threatens distributors of many
types of goods; the recent effort to limit interstate wine sales over the
Internet reveals the political power of one such distribution network. Some
of these conflicts will undoubtedly be resolved in the marketplace (the
AOL–Time Warner merger, for instance, brings together Internet and
broadcasting interests), but just as certainly, others will play out on the
political stage.

Creative destruction occurs both within and across industry boundaries,
and so do efforts to expand the scope of conflict. In IBM’s heyday, for
instance, its competitors lobbied to make it hard for government agencies
to buy IBM products, and they egged on the antitrust suit that the Depart-
ment of Justice filed against IBM in 1969. Sun and Netscape (among oth-
ers) are said to have played similar roles in the antitrust cases filed against
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Microsoft in the 1990s.13 U.S. semiconductor firms engaged the U.S. gov-
ernment in their struggle with Japanese competitors in the 1980s (com-
petitors, it should be noted, which had access to important Japanese gov-
ernment resources that their U.S. competitors lacked, but which also had
made important technological innovations that threatened U.S. firms).
Ironically, the 1986 U.S.-Japan Semiconductor Trade Arrangement (STA),
which granted a measure of protection to the U.S. semiconductor indus-
try, provoked a defensive domestic reaction of its own. U.S. computer
manufacturers, who faced higher prices in the STA’s aftermath, established
the Computer Systems Policy Project (CSPP) to counter the Semi-
conductor Industry Association (SIA), and CSPP lobbied to remove the
most objectionable conditions when the agreement was renewed in 1991.
Intra-industry conflicts like these may make it difficult for the industry to
work together to fight interindustry conflicts or broader social conflicts.

Such broader social conflicts may ensue when technological change
threatens economic interests, such as those of workers who might be dis-
placed, and when noneconomic values are challenged as well. Interestingly,
the high-tech industry has been relatively immune through much of its
history from the most powerful opponents of business in American society,
such as labor unions and environmental and consumer activists. As early as
1974, for instance, IBM CEO Frank Cary feared that a Nader-like move-
ment would emerge around privacy concerns, but the rumblings tailed off.
This immunity seems to have eroded in recent years; again, privacy pro-
vides an indicator. A number of new advocacy groups have joined the ven-
erable American Civil Liberties Union to build public interest in and polit-
ical support for privacy protection legislation. Privacy advocates are
particularly well equipped to take advantage of the general lowering of the
transaction costs of aggregating diffuse societal interests caused by the
Internet. Hence Intel, for instance, faced a massive and nearly instanta-
neous backlash in 1999 when critics revealed that one of its chips made it
much easier to identify and monitor individuals in cyberspace. Whether
this issue or another (such as investor protection) will trigger a full-scale
political arms race remains to be seen.

The issue of privacy also illustrates a fourth defensive dynamic, one in
which the threatened interest is an element of the state, rather than of soci-
ety. In a pluralistic system, state agencies have to mobilize support, much
as private interests do. Entrepreneurial firms may undermine the estab-
lished capabilities of state agencies or even their reason for being, and the
agencies may fight back, as national security, intelligence, and law enforce-
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ment agencies have done in the case of encryption software. These agencies
are among the most powerful in the United States, and they have provoked
a more vigorous arms race response from the high-tech sector than any
nonbusiness societal interest. Some firms and industry associations have
attempted to mediate the dispute, with little success. Others have done
their best to strike down controls that restrict exports of encryption soft-
ware and to head off domestic encryption regulations. A similar snarl has
pitted the high-tech industry against state and local governments over the
applicability of sales taxes to e-commerce purchases.

From Typology to History: 
An Empirical Reconnaissance of High-Tech Politics 

To this point, I have established that innovative industries in general, and
the high-tech industry in particular, have been drawn into politics and pol-
icymaking for two broad sets of reasons. In the offensive mode of action,
they seek to use the state to help them assemble the resources they need to
be successful entrepreneurs, including money, knowledge, and people. In
the defensive mode of action, they get involved in order to fend off efforts
by market competitors and critics in society and government to use the
state to hamstring them. This typology does not necessarily lead to predic-
tions about what might happen in any particular case of the political devel-
opment of an innovative industry. One might think, for instance, that
offensive motivations would dominate the early political development of
an innovative industry and that defensive processes would kick in later.
However, in a period in which entrepreneurial resources are plentiful and
the dominant ideology among entrepreneurs denigrates state intervention,
the sequence might be reversed, particularly if the opponents of the indus-
try were successful in their policy advocacy.

Indeed, my guess (which is all that I can offer in the absence of a larger
set of case histories) is that no simple pattern can describe the political
development of innovative industries. Whether entrepreneurs in any par-
ticular circumstance recognize political opportunities (as they must, in
order to act in the offensive mode) or political threats (which can only trig-
ger the defensive mode if recognized) depends on their capacities for gath-
ering and processing policy-relevant information. These capacities, are pre-
sumed to be bounded, sometimes severely so. Although I cannot claim to
have identified all the factors that determine the boundaries of rationality
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in high-tech politics, I can point to three important factors suggested by
the literature in this area and by my empirical research to date.

One factor is the focusing event, to use the term of political scientist John
Kingdon.14 Such an event breaks through the routines and pressures of daily
life that dominate the attention of corporate executives. The Department of
Justice, for instance, got the attention of IBM’s top brass with its antitrust
lawsuit in 1969 and did the same with Microsoft in 1998; both of these
events were turning points in the political histories of these firms. A second
factor is leadership. AOL, for example, is based near Washington, D.C., in
northern Virginia and is run by a person with a strong interest in public pol-
icy, Steve Case. AOL was therefore quick to recognize the threat posed by the
Communications Decency Act in 1995 (which might have made the firm
liable for content that passed over its network), even though it was still a rel-
atively small firm at the time.15 A third factor is policy-related organizational
investment.The formation of a trade association, for instance, can lower the
costs and increase the benefits of policy involvement. The Semiconductor
Industry Association (SIA), for example, changed the mind-set of leading
high-tech entrepreneurs in the late 1970s and facilitated their effective
engagement in the trade policy debates of the 1980s.

In the rest of this section, I use these ideas to help interpret a suggestive
set of time series data. These data describe the policy involvement of a uni-
verse of 120 firms that at one time or another have been included in the
Fortune 1000 in a computer or information-related category. (The firms
are listed in appendix 10-A.) Although this list does not encompass the
entire high-tech industry and one might quibble with some of the inclu-
sions, it provides an excellent starting point for systematically analyzing
the industry.16

Corporate Representation in Washington

Perhaps the most commonly used indicator of interest in and capacity to
influence public policy is Washington representation. Some firms open of-
fices in Washington to manage their affairs there; others retain a Wash-
ington law or lobbying firm to do the job. Some do both. Figure 10-1 dis-
plays the number of high-tech firms found in Washington Representatives
(WR), a standard reference on the subject. The 1980s edition listed seven-
teen high-tech firms with a public policy office and twenty-three that had
hired outside counsel to represent them on policy issues (see figure 10-1).
(Only 58 of the 120 firms were in business in that year.) By 1988 the num-
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ber of offices had reached twenty-eight, which is roughly where it stayed
through 1998 (out of a total of just over 100 firms). (The total number of
professional staff members in those offices seems to have followed a
roughly similar trend.) The number of firms that retained outside counsel
in the capital leveled off at forty between 1986 and 1988, but then rose
slowly to fifty in 1996 before dropping off slightly in 1998. 

This measure has its weaknesses. WR’s coverage of Washington is imper-
fect. More important, it does not capture government affairs investments
made at the headquarters office, where some high-tech firms choose to
locate much or all of this function. Nonetheless, the picture is worth study-
ing. The aggregate high-tech investment in Washington appears to have
leveled off after the mid-1980s, or at the very least grown considerably
more slowly. However, these figures conceal a certain amount of churning.
Between 1980 and 1982, for instance, although the net change in the
number of Washington offices was three, six high-tech firms opened
offices, and three closed them. That cycle marked the peak of turnover
until the two most recent cycles. Between 1994 and 1996, five offices

 ,      

Figure 10-1. Washington Representatives of High-Tech Firms
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opened and six closed, for a net loss of one; in the next two years, ten
opened and eight closed, for a net gain of two. Casual observers may mis-
take that increasing volatility for an increased presence.

To get some purchase on the motivations that led high-tech firms to
invest in a Washington office, I have gathered additional quantitative data,
conducted interviews, and collected press coverage. (The reader should be
aware, however, that these sources do not provide systematic information
on all 120 firms.) The list of high-tech firms already entrenched in
Washington in 1980, as one might expect, was dominated by defense con-
tractors; 11 of the 17 firms with their own offices there appeared on the list
of the top 100 contractors used by the Department of Defense (DOD).17

This offensive motivation waned as the civilian market grew ever more
important; one might say that the end of the Cold War was an event that
focused high-tech attention away from Washington. By 1989 fewer than
half of the high-tech firms with Washington offices appeared on the DOD
list. Moreover, of the original eleven, four relied on DOD for less than
10 percent of their total sales. Among these was IBM (for which the DOD
share of sales was less than 2 percent); it opened its government programs
office in Washington in 1975 primarily for defensive reasons, such as oppo-
sition to the union-inspired Hartke-Burke bill, which would have imposed
a large additional tax on the company’s foreign operations.18

Defensive concerns also brought Intel to Washington in September
1985, AOL in February 1995, and Microsoft in May 1995. Intel’s main
objective was to bring U.S. government pressure to bear on the Japanese
chip industry, which it succeeded in doing. To “finish the job” once a man-
aged trade regime had been imposed, the company turned to the offensive
task of winning federal funding for Sematech, an industrywide R&D con-
sortium. Its involvement in this task was facilitated by the existence of the
SIA and the historically close links among Silicon Valley firms, which made
it relatively easy for semiconductor firms to put forward a united front.
AOL’s public policy office was established to fight the Communications
Decency Act (CDA), which aimed to limit Internet access to content
deemed offensive; AOL feared the CDA would slow its growth. Steve
Case’s leadership seems to have been an essential element in AOL’s recog-
nition of the threat. Microsoft provides a different sort of example with
regard to the importance of leadership. From 1995, when it first opened,
until 1998, Microsoft’s Washington policy office contained only two pro-
fessional staff and was co-located with its federal sales group. “I’m sorry we
have to have a Washington presence,” Microsoft CEO Bill Gates told the

  . 
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Washington Post in 1995.19 Not until a series of antitrust actions crested in
the suit currently being contested (and Gates brought himself to testify for
the first time before a congressional committee) did Microsoft expand this
office and move it to a separate site. A very powerful focusing event had to
occur before public policy issues got Gates’s full attention.

Industry Associations 

Industry associations provide another mechanism through which firms
may attempt to influence the policy process. Participation in such associa-
tions represents the most significant policy-related investment of nearly all
small firms and many large ones as well. Politically sophisticated large firms
are less dependent upon associations and use them more strategically, in
conjunction with narrower corporate and broader coalition efforts, but
associations nonetheless play an essential part in their policy and political
strategies. 

“High-tech industry association” is inevitably a fuzzy category. I have
identified about twenty permanent public policy-oriented organizations
that draw corporate members from the computer hardware, software, and
networking industries (see table 10-1). The number of such associations
has grown steadily.20 The number of professional staff of these associations,
as listed in WR, has also increased, although more slowly in the 1990s than
in the 1980s. They constitute about half the total number of staff working
in the corporate offices described earlier.

The dates and names in table 10-1 suggest the variety of pathways into
the high-tech industry and the industry’s increasing complexity. The two
oldest associations trace their roots to the office machine and radio indus-
tries of the 1910s and 1920s. The youngest one was formed in 1999 and
included Internet giants AOL, Amazon.com, and Yahoo! In between, one
sees the emergence of software, computer components, and information
services as distinct interests, particularly after IBM unbundled these prod-
ucts (which it originally sold almost entirely in packages) in the late 1960s.
The associations vary in breadth, from umbrella groups representing the
entire high-tech “food chain” to one-person shops that embrace narrow
slices of it.

A more detailed history of some of these organizations illustrates the
forces that brought them into being. The West Coast Electronics Manu-
facturers Association (WEMA) was founded in 1943 for the offensive pur-
pose of securing more defense contracts for California-based firms. The

 ,      
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western tail of the industry eventually wagged the eastern dog, and WEMA
became the American Electronics Association. IBM’s opponents banded
together to form the Computer Industry Association (CIA) in 1972, which
helped to broaden the scope of conflict within the high-tech industry by
supporting antitrust litigation. Adding “Communications” to its name in
1976, the new CCIA sided with IBM in the industry’s defensive conflict
with AT&T. Both the antitrust litigation and the so-called “Bell bill”
served as focusing events for the CCIA’s founders and members. (Inter-
estingly, the CCIA’s historical focus on antitrust issues has left enough of a
legacy that it is a prominent public opponent of Microsoft today.) The
CCIA’s 1970s antagonist, the Computer and Business Equipment Manu-
facturers Association (CBEMA), was widely perceived as an IBM front
group and ultimately changed its name in 1994 to reposition itself in the
eyes of potential members and interlocutors in government.

TechNet, which has received an inordinate amount of media coverage,
is the most prominent new entrant to this organizational field. In this case,
the focusing event was a 1996 California state ballot initiative (Proposition
211) that would have made it easier for high-tech companies to be sued by
disgruntled investors. John Doerr, a venture capitalist with Kleiner Perkins
Caufield and Byers, who later forged close links with Vice President Al
Gore, is usually given the lion’s share of the credit for leading this effort.
The hastily assembled group Taxpayers against Frivolous Lawsuits handily
defeated Proposition 211, raising and spending some $35 million to do so.
The organizational infrastructure constructed during the fight against
Prop 211 became the basis for TechNet, which was founded in 1997 at the
instigation of Doerr and his Republican colleague Floyd Kvamme. Al-
though its mission and structure are evolving, TechNet to date has served
mainly as a sponsor of fund-raising visits by prominent politicians, at
which high-tech CEOs could “educate” their visitors about the industry
while making individual contributions to their campaigns.

Campaign Contributions 

The TechNet story provides an entry point for consideration of the rela-
tionship of the high-tech industry to political parties and candidates. The
main quantitative indicators that I rely on are campaign contributions.
Ideally, one would like to know about in-kind support (including site vis-
its), endorsements, advisory relationships, and even the backgrounds of
candidates themselves, but these are difficult data to assemble. Like the

  . 
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other indicators, campaign contribution figures should be seen as noisy
measures of corporate interest and effort.

Figure 10-2 shows the total contributions to congressional candidates
made by political action committees (PACs) sponsored by high-tech firms.
These contributions rose from about a quarter-million dollars in the
1977–78 election cycle to about $2.2 million in 1987–88 and stayed
around that level for the following decade. (Only a quarter to a third of the
firms in my sample maintain PACs, a fraction that has risen only slightly
over time.) Surprisingly, given the overall growth in campaign contribu-
tions and the dramatic growth of high-tech firms’ resources, the high-tech
line in figure 10-2 resembles figure 10-1, leveling off over a decade ago. 

Figure 10-3 traces “soft money” contributions made by high-tech firms
to the major political parties.21 Adding these contributions (which have
only been disclosed in recent cycles) to those of high-tech PACs brings us
closer to the popular notion of a burst of high-tech interest in Washington.
From about $350,000 in 1991–92, the high-tech soft money total rose to

 ,      

Figure 10-2. High-Tech PAC Contributions to Congressional Candidates,
1978–98
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surpass the PAC total in the 1997–98 cycle. Nonetheless, these figures
taken together still seem modest in comparison with those from other
industries, reflecting the overall growth of the campaign finance system
but not the rapid growth of the high-tech industry relative to the rest of the
economy.

High-tech PAC and soft money contributions, like the contributions of
most firms, tend to go to Republicans and incumbents. Although the
Democrats narrowed the gap between 1986 and 1994, the Republican
takeover of Congress in 1994 boosted the GOP share of high-tech contri-
butions back over 70 percent. Nearly 90 percent of high-tech PAC contri-
butions accrued to incumbents in 1998, a figure that has increased steadily
since 1980, when support provided to challengers and contestants for open
seats exceeded that given to incumbents. High-tech business as a whole
seems to have learned what the rest of American business has learned as the
modern campaign finance system has matured over the past quarter-

  . 

Figure 10-3. Soft Money Campaign Contributions by Business, 1992–98
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century: contributions mainly provide access to like-minded incumbents.
The old politics trumps anything new on this dimension of political “par-
ticipation.” High tech’s relatively small role in the system to date may reflect
a distaste for or lack of interest in electoral politics. It may also reflect high
tech’s cultural cachet; the industry does not necessarily need to contribute as
much as other industries to get access to influential policymakers.

The aggregate picture belies “the conventional wisdom that Silicon
Valley is Democratic” (as Fortune put it in 1998).22 The perception that the
high-tech industry is Democratic goes back to Tom Watson Sr., the
founder of IBM (who was a supporter of Franklin D. Roosevelt) and his
namesake and successor, Tom Jr. (who was close to John F. Kennedy).
(Dick Watson, Tom Watson Jr.’s brother and a high-ranking IBM execu-
tive in his own right, however, was a prominent Republican.) The Watsons’
imprint on the firm demonstrates the importance of leadership in this con-
text. Larry Ellison, the CEO of Oracle and the chief challenger to Bill
Gates for the title of world’s richest person, also illustrates this phenome-
non. It may be that Oracle’s large soft money contributions to the Demo-
cratic Party are a product of Ellison’s fierce personal competition with
Gates, whose own firm increased its contributions to the GOP between
1996 and 2000.23

The Democrats have made a concerted bid for high-tech support since
the mid-1980s, when some Democratic members of Congress and presi-
dential candidates strongly backed “competitiveness” policies (particularly
those aimed at Japanese competitors) that were rejected by the Reagan
administration. Hewlett-Packard CEO John Young, for instance, led the
formation of the Council on Competitiveness in 1986 to push this agenda.
Young’s activism led candidate Bill Clinton to seek his support (and that of
other high-tech CEOs) in 1992, while then President George Bush’s cam-
paign ignored the high-tech industry. President Clinton’s 1995 veto of the
federal equivalent of “frivolous lawsuits” legislation angered many of his
high-tech backers, opening the door for the administration’s opponents to
make inroads into the high-tech community. Thus, in the 2000 campaign,
George W. Bush (and other candidates) paid close attention to high-tech
issues, companies, and people. The Republican members of TechNet, for
instance, worked hard to counter the perception that the high-tech sector
was in Al Gore’s pocket; as early as April 1999, they placed an advertise-
ment in the San Jose Mercury News urging George W. Bush to run for the
presidency.24

 ,      
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Congressional Testimony 

Congressional testimony is best seen as an intermediate output of invest-
ment in corporate public policy capacity. In other words, an invitation to
testify is the result of a firm’s taking the effort to make its interest in a
policy issue known, but the invitation does not necessarily mean that its
policy objectives have been achieved.25 Figure 10-4 shows the number of
appearances before congressional committees by witnesses from the high-
tech sector over the past thirty years, 1,861 in all. In the 91st Congress
(1969–70), for instance, about forty witnesses from the high-tech sector
(much of which, of course, did not yet exist) gave congressional testi-
mony. By the 98th Congress (1983–84), the total had risen to a peak of

  . 

Figure 10-4. Congressional Testimony by Executives of High-Tech Firms,
1969–98
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173, and it stayed near that figure through the 104th Congress
(1995–96), before dropping in the most recent sessions for which com-
plete data are available.26

Figure 10-4 provides only a very rough measure of the success of high-
tech firms in getting their voices heard in Washington. These appearances
relate exclusively to legislative matters, depend on the initiative of members
of Congress (and of firms), and are subject to the whims of personality and
timing. Nonetheless, like the other figures, they suggest that the high-tech
presence in Washington grew steadily in the 1970s, leveled off in the
1980s, and stayed stable through 1998. High-tech firms as a group were
not strangers to politics; indeed, they seem to have matured politically
some time ago, or at least reached a sort of equilibrium, especially after the
high-tech trade conflict with Japan. 

In order to get an idea of the content of these appearances, I drew a ran-
dom sample of one hundred of them. Combining what I know about the
firm represented, the timing of the hearing, and its title, I classify (again, in
a very rough fashion) the thirty-eight appearances in my sample from the
1990s as offensive, defensive, or other (see list). Offensive issues, such as
appropriations and intellectual property, account for just over half of the
appearances, while defensive issues, like export controls and high-
definition television, make up a fifth of the sample. Another quarter relate
to general business issues, including health care reform. The data are not
displayed here, but the full 100 appearances suggest that the offensive share
has risen slightly over time. Clearly, though, one should not make too
much of this trend, given the weaknesses of the underlying classification
process.

 ,      

100 Randomly Selected High-Tech Congressional Testimonies in the 1990s

Topic Year

Offensive
Increasing Disclosure to Benefit Investors 1999
National Summit on High Technology: Day Three—Advance, Part III 1999
Year 2000 (Y2K) Computer Problem: 

Are Small Businesses Ready for the Turn of the Century? 1998
Technology and Education: Working Together for the Future 1998
Simplifying and Streamlining the Federal Procurement Process 1995
Heading on Education Standards 1995

(continued on next page)
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100 Randomly Selected High-Tech Congressional Testimonies in the 1990s
(Continued)

Topic Year

Space Shuttle Program in Transition: Keeping Safety Paramount 1995
VA/HUD/Independent Agencies Appropriations, FY96, Part 2 1995
Educational Technology in the Twenty-First Century 1995
Trade Agreements Resulting from the Uruguay Round 

of Multilateral Trade Negotiations 1994
Health Care Reform and Possible Effects on Innovative Therapies: 

Cancer as a Case Study 1994
Copyright Reform Act of 1993 1993
Technology for Education Act of 1993 1993
National Communications Infrastructure 1993
Information Technology and Government Efficiency 1993
Telecommunications Network Security 1993
Land Remote Sensing Policy Act of 1992 1992
Biotechnology and Technology Transfer 1991
Earth Observing System Engineering Review 1991
VA/HUD/Independent Agencies Appropriations for 1992, Part 6 1991

Defensive
U.S. Trade Policy 1996
U.S.-China Trade Relations and Renewal of China’s Most-Favored-Nation Status 1995
International Standards and U.S. Exports: 

The Key to Competitiveness or Barriers to Trade 1994
High-Definition Television 1993
Need to Reform Export Controls 1993
Export Control Reform in High Technology 1993
Comprehensive Occupational Safety and Health Reform Act, Vol. 1 1991
Super 301: Effectiveness in Opening Foreign Markets 1990

Other
Assessing Health Care Quality 1998
Hearing on Health Care Reform 1995
Employment Eligibility Verification System 1994
Malcolm Baldrige Quality Award: Has It Made a Difference? 1993
NAFTA and Related Side Agreements 1993
Export-Import Bank Charter Renewal 1992
Health Insurance Options: Health Insurance Costs of Large Corporations 1991
Fair Credit Reporting Act 1991
Certain Pension Access and Simplification Issues 1991
Health Insurance Options: Reform of Private Health Insurance 1991
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New Economy + Old Politics = New Policies? 

The empirical reconnaissance of the preceding section suggests that there
are no offensive and defensive phases in the politics of creative destruction,
but rather that the two intersect and intermingle. Entrepreneurial policy
offensives, as one might have expected, figured prominently in the early
political history of the high-tech industry, but they have not disappeared as
it has matured. If high-tech pressure for public money has abated some-
what in recent years, the industry’s demands for a government role in the
provision of knowledge and people have grown somewhat stronger. De-
fensive conflicts naturally came to the fore later in its development, since
only the most far-sighted opponents recognized the high-tech industry (or
particular firms in it) as threats before the danger actually materialized.
These conflicts have been sporadic to date, and I suspect that the most
contested phases of high-tech’s political development still lie in front of it.
As information technology transforms more and more production
processes and experiences of daily life, it seems likely that more and more
aggrieved parties will appeal to the government for protection.

The political mobilization of the high-tech industry, whether for offen-
sive or defensive purposes, does not occur automatically; someone in the
industry has to recognize an opportunity or threat and develop the capa-
bilities to act on it. Focusing events play an important role in this process.
These events were generally threatening, including the “Bell bill” of 1976,
the Japanese semiconductor “invasion” of the late 1970s, the Communi-
cations Decency Act of 1994, and Proposition 211 in 1996, all bookended
by the IBM and Microsoft antitrust suits of 1969 and 1998. Some firms
and segments of the industry perceived the importance of policy-related
events and trends more quickly than others. The qualities of leadership
seem to be important determinants in this regard. The now well-worn con-
trast between AOL’s Steve Case and Microsoft’s Bill Gates provides the
clearest example of this factor. Organizational factors also shape the pattern
of development. For all its vaunted distance from Washington, for in-
stance, Silicon Valley proved quick to perceive threats and mobilize to
counter them, whether in the heyday of Japanese competition or in the
battle against Prop 211. A key reason is that the existing networks of rela-
tionships in the Valley allowed firms there to coordinate expectations and
activities at relatively low cost. The personal computer manufacturing
industry, by contrast, which was spread more widely across the country
and lacked such dense networks, was relatively slow to find its voice.

 ,      
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My primary research focuses on understanding and explaining the
high-tech industry’s interest in and efforts to influence Washington.
Whether these efforts have been the key causes of changes in policy out-
comes is a different and more difficult question to answer. On most issues,
there are so many forces at play in so many policymaking venues that
attributing causal significance to any one factor is a tricky business. A con-
vincing analysis would need to get beyond the instant assignment of credit
and blame that passes for news; it would also need to overcome the bias
of sources anxious to take credit for any outcome that redounds to their
benefit and to avoid discussion of those that do not. Not having made
such a study, I can only offer impressions that require further research to
be substantiated.

I believe that spokespeople for the industry are correct in asserting that
it has won more of the fights it has engaged in than it has lost (putting
aside, of course, intra-industry fights). On relatively narrow issues, such as
semiconductor trade policy in the mid-1980s and shareholder suits in the
mid-1990s, its influence has been substantial. It should be noted, though,
that few of these victories have been entirely straightforward. Semi-
conductor users later mobilized against the trade policy, for instance. Simi-
larly, even though the high-tech industry handily defeated Prop 211 gov-
erning shareholder suits in California, it was stunned by the president’s
veto of favorable legislation at the federal level the year before. On broader
issues, such as the deregulation of the telephone industry in the late 1970s,
the passage of R&D tax credits in the early 1980s, and the major trade bills
of the 1990s (culminating in the establishment of permanent normal trade
relations with China), the industry has usually been on the winning side as
well, although whether it was the difference-maker in any of these massive
battles is debatable.

The win-loss record is not unblemished. On encryption and export con-
trols, for example, the industry’s opponents have given ground grudgingly
and have mounted occasional counterattacks. The gradual loosening of
restrictions over time may have more to do with the relentless pace of tech-
nological innovation at home and abroad than with the campaign for pol-
icy change mounted by high tech. One observes a similar tug and pull on
such issues as R&D tax credits, which have lapsed a number of times over
the past two decades, and on taxation of e-commerce by states and locali-
ties, which remains unresolved. Even the industry’s most celebrated victory
of the 106th Congress, the expansion of the number of visas to be granted
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to highly skilled workers, probably owed as much to the easing of opposi-
tion from minority and labor groups benefiting from the strong labor mar-
ket as it did to the industry’s efforts.

As my theme of old politics suggests, these victories have generally
advanced a vision of the industry’s interest that is narrowly conceived,
much like that of any other industry. The leaders of the high-tech sector
have usually been either unable or unwilling to take longer-term, broader
perspective, or simply uninterested in doing so. Considering its reliance on
knowledge and trained people, for instance, the high-tech industry (with
important exceptions) has not been particularly active on issues related to
research and education. There is an unfortunate, if understandable, ten-
dency to opt for the quick fix in advancing policies related to knowledge
and people. However, it should be said that the industry’s pursuit of nar-
row self-interest has paid substantial dividends, most notably in the devel-
opment of a booming market, which now provides a third or more of ag-
gregate economic growth. Its aggressive support for free trade in the 1990s,
for example, was an important factor enabling growth.

As the boom subsides, the industry is likely to face substantial new polit-
ical challenges. Any perception that it is somehow “new” and therefore
speaks in the common interest is likely to be a passing phenomenon.
Indeed, if the economy goes into a stock market–led tailspin, the backlash
could be rapid and intense. In pursuing self-interest narrowly conceived,
some high-tech firms are pushing the boundaries of public values. Perhaps,
for instance, Doubleclick has awakened the sleeping giant of public con-
cern about privacy through its now-abandoned plan to merge data about
consumers gathered offline with that gathered online. The next phase of
high-tech’s political development, like phases in the development of other
cutting-edge industries that have gone before it, from railroads to automo-
biles to chemicals, may well be troubled.

The politics of creative destruction, like the process of technological
innovation itself, is messy, not linear. As long as entrepreneurs are cre-
atively destroying anything that stands between them and a fortune,
democracy is likely to force them to learn something about politics. The
ultimate balance, so to speak, between creativity and destruction in any
particular case is a matter of historical contingency, depending on imper-
fect and idiosyncratic decisionmakers. As markets grow bigger and, one
hopes, better, the politics of creative destruction will loom larger on the
policymaking landscape.

 ,      
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Epilogue: The 2000 Campaign and the Transition 

Media interest in the role of the high-technology sector in American poli-
tics did not abate during the 2000 campaign. And, at first glance, the avail-
able figures for the sector’s “participation” suggest that this attention was
warranted. High-tech PAC contributions jumped by 40 percent between
1997–98 and 1999–2000, and soft money contributions rose about
55 percent. The growth in the industry’s PAC contributions stands in stark
contrast to the surprising 18 percent decline in such contributions from all
businesses. On the other hand, soft money contributions from all busi-
nesses grew by 50 percent, and high tech was only slightly ahead of this
pace. Given the extraordinary growth in the sector’s revenue and market
capitalization during 1999–2000 (though much of the latter was given up
during the campaign itself ) and the rising importance of soft money rela-
tive to PACs in the campaign finance system, a strong case can be made
that the high-tech sector’s political development still lags well behind its
economic development.27

Despite this apparent lag (or perhaps because of it), the high-technology
industry has been courted intensely by the George W. Bush administra-
tion. On January 4, 2001, the president-elect met exclusively with a group
of seventeen high-tech CEOs, a lobbying opportunity offered to no other
economic interest. According to the Wall Street Journal, Mr. Bush “en-
dorsed the high-tech industry’s political agenda,” while its representatives,
in turn, endorsed the president-elect’s agenda, including his tax cut pro-
posal. The president-elect was also said to be pondering a White House
position to oversee policy development on issues of interest to the high-
tech industry, even as the new administration’s allies called upon the indus-
try to defend the nomination of former Missouri senator John Ashcroft for
attorney general.28

It is, of course, too soon to tell whether these signals are of long-term
significance. However, the development of a widespread perception that
the high-tech industry is a core constituency of the new administration
would have profound consequences for the industry’s political develop-
ment. If such a perception took hold, Democrats might move to represent
the industry’s opponents more vehemently than in the past, stimulating a
more aggressive arms race response. Republicans might call upon the
industry to range far beyond the policy territory with which it has been
comfortable in the past. A firm coalition between the purported libertari-
ans of the high-tech industry and the cultural conservatives who anchor the
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Republican right wing would be an impressive political achievement for
the new Bush administration.

Notes

1. In this chapter I generally use the terms “high technology” and “high-tech” indus-
try to mean computer hardware, software, and networking. This usage is colloquial and
admittedly imprecise. Below, I supply a more precise definition, which was used to assem-
ble statistics. Economists often use “high technology” to mean a firm or industry with a
high ratio of R&D spending to sales. This definition lumps together industries with very
different policy interests and political histories, such as pharmaceuticals, aircraft, and “high
technology” as I have defined it. Others include media and communication firms along
with my “high-technology” firms under the rubric “information industries.” Again, such a
definition lumps together firms and sectors with very different historical relationships to
government. For purposes of political analysis, I believe these industries are most usefully
treated separately. Occasionally in this chapter I use the term “innovative industry” to
denote “high technology” in a more generic sense—that is, an industry offering important
technological innovations at any time in history.

2. Bear in mind that these firms, particularly AOL (founded in 1989) and Cisco
(founded in 1984), were relatively small before the second half of the 1990s. Microsoft was
founded in 1975, but even it remained in the shadow of IBM until the early 1990s.

3. The reader should note here that I am opining about only one of many hypotheses
that might link a “new politics” to the “new economy.” This chapter does not touch on, for
instance, the rise of mass shareholding, the emergence of a putatively libertarian high-
technology work force, or new modes of political communication.

4. Virginia Gray and David Lowery, “A Neopluralist Perspective on Research on Orga-
nized Interests,” paper presented to the Midwestern Political Science Association Annual
Meeting, Chicago, April 27, 2000. 

5. John P. Heinz and others, The Hollow Core: Private Interests in National Policy
Making (Harvard University Press, 1993); Rogan Kersh, “Washington Lobbyists as (Semi)-
Autonomous Actors,” paper presented to the Midwestern Political Science Association
Annual Meeting, Chicago, April 27, 2000.

6. Cathie Jo Martin, “Nature or Nurture? Sources of Firm Preferences for National
Health Reform,” American Political Science Review, vol. 89, no. 4 (1995), pp. 898–913;
Douglas A. Schuler, “Corporate Political Action: Rethinking the Economic and Organiza-
tional Influences,” Business and Politics, vol. 1, no. 1 (1999), pp. 83–97.

7. Mancur Olson, The Logic of Collective Action (Harvard University Press, 1965).
8. Joseph A. Schumpeter himself attempted to work through some of the issues in

Capitalism, Socialism, and Democracy (Harper and Bros., 1942) but (viewed with more than
a half-century’s hindsight) got it all wrong.

9. Nicolai J. Foss, ed., Resources, Firms, and Strategies (Oxford University Press, 1997).
10. David B. Yoffie and Sigrid Bergenstein, “Creating Political Advantage: The Rise of

the Corporate Political Entrepreneur,” California Management Review, vol. 28, no. 1
(1985), pp. 124–39.
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11. I distinguish here between legal and policy processes, although admittedly the
boundaries are fuzzy.

12. E. E. Schattschneider, The Semi-Sovereign People (Holt, Rinehart and Winston,
1960).

13. John Heilemann, “The Truth, the Whole Truth, and Nothing but the Truth,”
Wired, November 2000, pp. 261–311.

14. John W. Kingdon, Agendas, Alternatives, and Public Policy, 2d ed. (HarperCollins,
1995), p. 94.

15. “I’ve met a lot of the Silicon Valley boys,” U.S. Representative Billy Tauzin stated in
1999. “They’re fascinating people, but they are not Washington-savvy. Case is ahead of
them.” Neil Munro, “Building a Case,” National Journal, vol. 31, no. 31 (1999), p. 2218.

16. Of course, diversification, technological innovation, mergers, and acquisitions limit
the validity of any classification scheme of this type, particularly over a long stretch of time.
A particular weakness of this selection method is that it excludes firms that never became
large. (In the late 1990s, a firm needed approximately $1 billion in sales to make the
Fortune 1000.) However, this threshold does not seem too high; firm size has such a strong
effect on Washington involvement that casting a broader net would be unlikely to capture
many additional corporate high-tech policy players. Moreover, the data include firms that
were small for part of the period but grew rapidly enough to make the Fortune 1000 later.
These data cannot be directly compared to those generated by the Center for Responsive
Politics, which tracks campaign contributions and lobbying expenditures by industry. Its list
of firms in the computer industry is broader than the one I use here. In addition, their fig-
ures for total contributions by firm include contributions by employees; mine do not. 

17. In fact, the only firm in the high-tech group that appeared on the DOD list that did
not have a Washington office in 1980 was ITT, which was involved in a major corruption
scandal during the Nixon administration.

18. Although the antitrust suits brought by the Department of Justice and IBM’s com-
petitors in the late 1960s and early 1970s focused the attention of the firm’s senior man-
agement on Washington, it decided that the legal battle could only be won in court. A rigid
separation was therefore imposed between IBM’s Washington office and the legal staff con-
testing these cases.

19. “Mind behind the Microsoft Miracle; Gates Reflects on the Future of Software,
Money and the World of Washington,” Washington Post, December 3, 1995, p. H1. 

20. My universe of high-tech associations has not been compiled systematically; this
research is in progress. I have attempted to exclude temporary ad hoc coalitions (although
many of these survive for a long time) and think-tanks or public policy research organiza-
tions (even though many of these receive support from high-tech corporations and engage
in advocacy).

21. My definition of “soft money” includes contributions to either major party’s national
committee, senatorial campaign committee, or congressional campaign committee. These
contributions can be made directly from corporate funds; in contrast, PACs must raise the
money that they contribute from individual managers and shareholders. Soft money made
its first appearance in the 1991–92 election cycle, whereas PACs were first established
widely by firms in 1975–76.

22. Jeffrey H. Birnbaum, “Yeah, Silicon Valley Is Full of Geniuses, They Have a Lot to
Learn about Politics,” Fortune, September 7, 1998, p. 110. 
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23. See also John Markoff and Matt Richtel, “Oracle Hired a Detective Agency to
Investigate Microsoft’s Allies,” New York Times, June 28, 2000, p. A1; Ted Bridis, Glenn
Simpson, and Mylene Mangalindan, “Search Engine: How Piles of Trash Became Latest
Focus in Bitter Software Feud,” Wall Street Journal, June 29, 2000, p. A1.

24. Ceci Connelly, “High-Tech Outreach to Bush,” Washington Post, April 4, 1999,
p. A5.

25. Other intermediate outputs might include meetings with legislators and attention
paid by staff to written communication, but information about these is difficult to gather.

26. One problem with these data is that the Fortune list goes back only to 1979; firms
that were important in the computer industry but whose fortunes had fallen dramatically
by the time Fortune compiled its first 500 are not included. Thus the numbers for the
1970s may be understated.

27. I am using the same definition of the high-tech industry in the epilogue that I used in
the body of the text. These figures do not represent the final accounting for the cycle, but only
disclosures through October 1, 2000. One important weakness is that new entrants to the
Fortune 1000 list during the 1999–2000 cycle have not been added because the list had not
been published when this chapter was completed. The figures for all business are drawn from
the Center for Responsive Politics website (http://www.opensecrets.org/pubs/bigpicture2000/
bli/index.ihtml) (1997–98) and (http://www.opensecrets.org/2000elect/storysofar/blio.asp)
(1999–2000). These figures are published in CRP’s biannual report, The Big Picture. This
source differs from that used for figures 10-2 and 10-3. The conclusion drawn in the text is
necessarily tentative, because the campaign finance indicators are only partially complete for
the most recent cycle and the other indicators have not yet been compiled.

28. Jim VandeHei, “Bush Backs Agenda of Tech Executives, Reassures Investors,” Wall
Street Journal, January 5, 2001, p. A12; Lisa Bowman, “Tech Lobby Supports Bush’s Pick
for Top Cop,” CNET news.com, January 4, 2001 (www.news.cnet.com/news/0-1005-201-
4376193-0.htm). Ten of the seventeen at the meeting with the president-elect were CEOs
of companies in my data set.

Appendix 10A. Companies in Data Set

 ,      

1. 3COM Corp.
2. A. C. Nielsen Corp.
3. ADC Telecommunications 
4. Advanced Micro Devices
5. Affiliated Computer Services 
6. Amdahl
7. America Online Inc.
8. AMP Inc.
9. Analog Devices

10. Apollo Computers
11. Apple Computer Inc.

12. Applied Materials Inc.
13. Ascend Communications Inc. 
14. AST Research
15. Atari
16. Atmel Corp.
17. Automatic Data Processing
18. Bay Networks Inc.
19. BDM International
20. Bell and Howell
21. Cabletron Systems
22. Cadence Design Systems Inc.
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23. Ceridian Corp.
24. CHS Electronics Inc.
25. Cirrus Logic Inc.
26. Cisco Systems Inc.
27. Cognizant Tech Solutions
28. Comdisco Inc.
29. Compaq Computer 
30. Computer Associates 

International Inc.
31. Computer Sciences Corp.
32. Control Data Corp. 
33. Cooper Industries Inc.
34. Cray Research Inc.
35. Data General Corp.
36. Datapoint Corp.
37. Dell Computer Corp.
38. Digital Equipment Corp.
39. DR Holdings
40. DSC Communications Corp.
41. Dun and Bradstreet Corp.
42. E-Systems
43. Eaton Corp.
44. Electronic Data Systems 

Corp.
45. EMC Corp.
46. Equifax Inc.
47. First Data Corp.
48. First Financial Management
49. Fiserv Inc.
50. Future Now
51. Galileo International Inc.
52. Gateway 2000 Inc.
53. General Instrument Corp.
54. General Signal Corp.
55. Gould Inc.
56. Harris Corp.
57. HBO and Co.
58. Hewlett-Packard Co.

59. Hubbell Inc. 
60. Imation Corp.
61. IMS Health Inc.
62. Intel Corp.
63. Intergraph Corp.
64. International Business 

Machines Corp.
65. Iomega Corp.
66. ITT
67. Jabil Circuit Inc.
68. Lexmark International 

Group Inc.
69. Lotus Development
70. LSI Logic Corp.
71. Lucent Technologies Inc.
72. Magnetek Inc.
73. Maxtor Corp.
74. Memorex Telex 
75. Micro Warehouse Inc.
76. Micron Technology Inc.
77. Microsoft Corp.
78. Miniscribe
79. Molex Inc.
80. Motorola Inc.
81. National Semiconductor 

Corp.
82. NCR Corp.
83. Novell Inc.
84. Oak Industries Inc.
85. Oracle Corp.
86. Peoplesoft Inc.
87. Pitney Bowes Inc.
88. Qualcomm Inc.
89. Quantum Corp.
90. Raychem Corp.
91. Read-Rite Corp.
92. Rockwell International Corp.
93. Sanders Associates
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94. SCI Systems Inc.
95. Science Applications 

International
96. Scientific-Atlanta Inc.
97. Seagate Technology
98. Sensormatic Electronics
99. Silicon Graphics Inc.

100. Solectron Corp.
101. Sperry
102. Storage Technology Corp.
103. Sun Microsystems Inc.
104. Sungard Data Systems Inc.
105. Sybase Inc.
106. Tandem Computers

107. Telex
108. Tellabs Inc.
109. Texas Instruments Inc.
110. Thomas and Betts Corp.
111. UCAR International Inc.
112. Unisys Corp.
113. US Robotics
114. Varian Associates Inc.
115. Vishay Intertechnology
116. Wang Labs Inc.
117. Western Digital Corp.
118. Xerox Corp.
119. Xidex
120. Zenith Electronics Corp. 
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Information Law amid
Bigger, Better Markets

11  -

T   of the information society was predicted for
two decades. At the beginning of the millennium it has finally arrived.

Based on global digital and convergent information and communication
networks, and epitomized by the Internet, the information society is fueled
by a rapidly growing “information economy.” Lawyers, economists, and
policy experts alike ask how this “new economy” may affect the governance
of market transactions. In this chapter I identify three such effects, analyze
the resulting challenges for the governance system, and suggest possible
responses.

Markets, Trust, and Law 

When market participants contract with each other, each needs to trust
that the other will fulfill his or her contractual obligation. Thus every mar-

I would like to thank Kate Foster and Gernot Brodnig, as well as my faculty colleagues
Jack Donahue, Dorothy Zinberg, Jean Camp, Jerry Grossman, Richard Zeckhauser, David
Lazer, John Gage, and Akash Deep, for their valuable comments on earlier drafts of this
chapter.
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ket transaction entails some risk that the other side may not perform.
Market actors have many different means to establish trust, from frequent
personal interactions to reliance on third-party rating systems. The online
auction site eBay.com, for example, permits auction participants to rate
the reliability and trustworthiness of the other parties in the auction. Over
time, reliable buyers and sellers establish a strong positive rating, on which
potential business partners rely.1 They may also just find an appropriate
substitute to trust in. This can be another human being, like a guarantor,
or an institution that enforces societal contracts and resolves conflicts. The
latter we usually call the law.2

The law permits buyers and sellers to contract without having to estab-
lish complete trust in each other’s willingness to execute. Instead they rely
on the law and its enforcement power to, if necessary, coerce the other side
to perform (or at least to pay the damages caused by its nonperformance).

This system works well as long as both parties are members of the same
society and hence subject to the same legal framework. However, if the
contract’s provisions cross jurisdictional borders, multiple and possibly
contradictory legal rules may apply. To overcome this difficulty meta-rules
have been created.3 They determine which jurisdiction and thus which set
of rules applies to a given case. Similar meta-rules exist for deciding the cor-
rect legal venue in which to bring the case and enforce a judgment. 

Today nobody assumes that an American super-tanker registered in
Liberia and transporting oil from Saudi Arabia to a refinery in the Nether-
lands operates in a lawless vacuum. It may take some thinking and research
to resolve all the legal issues arising from such traditional cross-jurisdictional
transactions, but with the involvement of capable international jurists such
boundary-crossing poses no fundamental legal problems.

In principle, then, the “legal system” is well prepared for the typical
transaction in the information economy: a transaction between parties who
have never met, likely live in different jurisdictions, and rely on the law to
minimize their transactional risks. And at least in this respect the gover-
nance of the rapidly increasing information markets should pose no fun-
damental challenge.

The Transactional Challenge 

Unfortunately, however, meta-rules were designed for cross-border transac-
tions in the “old economy.” In the information economy the volume of
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cross-jurisdictional transactions increases dramatically; at the same time the
average value of each such transactions is shrinking. For example, during an
average week in November 2000 more than 4.5 million individual 
e-commerce transactions took place with a total value of $584 million.4 The
average value of each transaction was slightly more than $100. Similarly,
online book retailer Amazon.com announced that it had received more than
31 million individual orders in the eight-week period between November 2
and December 23, 2000, and that it had fulfilled more than 99 percent of
them by December 25, 2000.5

These changes in transaction quantity and value offset the existing eco-
nomic equation of solving cross-jurisdictional issues. Having lawyers on
both sides refine draft after draft of a contract to cover all possible contin-
gencies may be economical for a transaction involving a super-tanker full
of crude oil, but it is certainly not for an order of three paperback books
from Amazon.com.

Forty years ago, Nobel laureate Ronald Coase pointed out the impor-
tance of transaction costs.6 In general the legal system ensures a smooth res-
olution of possible conflicts and thus lowers transaction costs. But if using
the legal system turns out to be more costly than what the parties involved
may gain from it, they will either act regardless of any rules (as has been
exemplified by the Napster phenomenon) or look for other methods of
enforcement and conflict resolution. If this happens on a large scale the pri-
macy of the legal system as the conflict resolution system of choice will be
challenged. Law firms will lose clients and citizens their trust in the law.
Ultimately the legal system may be replaced at least partially by something
else, perhaps an international for-profit mediation regime, to cite one pos-
sibility. Indeed one could argue that global credit card companies already
provide substantial parts of such a global regime.7 They not only process
commercial transactions and transfer funds, but effectively insure their cus-
tomers against the risk of fraud and misuse. They also guarantee enforce-
ment as long as a few formal requirements have been met.8 And they are
used to the high-volume, low-value transactions typical for the information
economy. For example, credit card company Visa manages more than a bil-
lion credit cards.9 In 1999 Visa cardholders placed more than 21 billion
individual transactions worldwide for an average amount of $74. Visa card
transactions alone account for about 8 percent of total global personal con-
sumption expenditures.10 Similarly ICANN’s Uniform Dispute Resolution
Policy (UDRP) has instituted a system of mandatory arbitration for do-
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main name conflicts outside of formal legal procedures.11 Given its poten-
tial impact on law as an institution, it is little wonder that this transactional
issue has preoccupied much of the legal debate on e-commerce and the
information economy.

Potential Responses to the Transactional Challenge 

Many have suggested the obvious solution: to lower the transaction costs
the parties incur by using the legal system, especially in cross-jurisdictional
cases. Doing this may rebalance the cost-benefit structure by making ille-
gal conduct more costly than legal conduct. It may also help the law regain
its competitive edge in comparison with other extra-legal conflict resolu-
tion structures.

Harmonization of legal rules across jurisdictions provides one possible
strategy for achieving this cost-cutting. The directives of the European
Union in the area of intellectual property rights,12 distance selling,13

e-commerce services,14 privacy,15 and digital signatures16 have attempted to
do just that, as have the efforts of the World Intellectual Property Organi-
zation (WIPO).17 But harmonization of national laws has its limits. Few
nations are willing to give up their national legal rules, which are based on
deeply rooted societal values.18

Another strategy for nations may be to increase the transaction costs of
illegal actions by, for example, toughening punishment or stepping up
enforcement of existing legal rules19 and possibly even extending them to
include transactions outside the national territory.20 Enforcement may not
be perfect, but it does not need to be. Only the total “cost” incurred as a
function of the risk of enforcement and the severity of punishment must be
higher than the cost incurred by contractual/lawful behavior. For example,
when speeding on the highway we are used to weighing the potential pun-
ishment for speeding against the likelihood of detection.

Despite these solutions there is no magic potion to quickly end this
challenge in favor of the legal system, even though transaction costs may
decrease over time. For the foreseeable future the established national legal
systems and the international private law counterpart of meta-rules on
jurisdictional conflicts will continue to face a double competition, having
to battle both illegal behavior and potentially “cheaper” alternative conflict
resolution systems.
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The Structural Challenge 

Lawrence Lessig has eloquently argued for a different challenge to the law
(and thus governance).21 Instead of asking the transactional question of
whose rules should apply and pointing to the issue of transaction costs in 
e-commerce’s high transaction volume, he asks who makes the rules. For
him the rules of the information economy are not made exclusively by leg-
islators anymore, and not by the market either. Instead, he sees the providers
of the technological artifacts we use to participate in the information econ-
omy as the new true rule-makers. When AOL’s Instant Messenger excludes
users of Microsoft’s messaging service,22 when Intel’s chips contain a remote
accessible unique identifier code,23 or when Microsoft’s Hotmail service
automatically filters out e-mail messages Microsoft thinks are junk,24 soft-
ware code quite directly limits our communication. By creating the specific
shape of cyberspace we interact in, these technological tool providers wield
substantial power over how we may behave and interact online.

Lessig’s argument is not just that technological tools incorporate im-
plicit rules. This would be simplistic. Frederick Schauer has pointed out
that even everyday tools like cars—from the East German Trabant to
Daimler’s Smart—have built-in restrictions, such as not going faster than
seventy miles per hour, though no legal expert would refer to a carmaker as
a disguised lawmaker.25 Rather Lessig’s argument hinges upon an impor-
tant difference between cars and information technologies. As Wilhelm
Steinmüller has shown, software code is very flexible.26 It can be designed
almost any way one likes, while cars are restricted by many external rules,
most of which—like the laws of physics—cannot be overcome. If the “new
laws” shaping cyberspace are nothing but software code, as Lessig suggests,
then there is an almost endless variability in how this can be done. Take for
example the way web browsers interact with small pieces of personal infor-
mation called “cookies.” There is no law of physics that mandates or pro-
hibits the software from asking the user for permission when web servers
gain access to these cookies. Some browsers are designed to ask for the
user’s consent; others do not bother. Whether a web browser “protects” the
personal information collected from an unsuspecting user depends on the
programmer’s choice, which is not transparent to the consumer.27 Conse-
quently, Lessig’s question is not why code is law, but why we do not have a
public debate on how cyberspace is shaped through code.

“Code is law” is the sound bite of a structural challenge to the tradi-
tional system of governance in times of an evolving global information
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economy.28 It does not compete directly with the transactional challenge of
applying law in a high-transaction-volume information economy. And
contrary to vulgarized versions, it is not a battle cry against a particular
company or against software monopolies. Lessig wants us to focus our pub-
lic discourse not so much on who designs the rules but on how we can
instill a sense of societal legitimacy into these new rule-making processes.

Possible Responses to the Structural Challenge 

The open-code community has championed a particular model of soft-
ware development, whereby the actual rules embedded in the software
become accessible to (and changeable by) everyone.29 The operating system
Linux is often called the prime example. Netscape has “opened up” the
source code to its web browser Navigator, Sun the code to its application
program suite StarOffice, and Apple to the core of its upcoming new oper-
ating system Mac OS X.30 The open-code advocates contend that this
transparency of rules will restore legitimacy and thus (re-)democratize
cyberspace.31

Much can be said in favor of this approach, but it is not without its own
difficulties. For one, the open-code community itself divides into rival
camps who differ over what kind of “rule transparency” and “changeabil-
ity” is best. “Opening up” the code sounds easy, but sorting out the minute
details may be much harder than some think. 

Even if rules are totally “open,” the understanding of what actual rules
are embedded in the code may be limited to a handful of software experts
both knowledgeable and industrious enough to venture into understanding
many millions of lines of code. In the end one might not have created
democratic transparency, but an odd form of information access for com-
petitors and the ones already in the know. Moreover, the democratic legit-
imacy of rule-making may be more complex than and different from sim-
ple, formal transparency. It may require the release of meta-information
about how to read and interpret the rules, guarantees of due process in
rule-making, counter-majoritarian protection, and fundamentally, some
form of democratic mandate.32

Two debates—one transactional and one structural—crystallize the cen-
tral challenges in maintaining our societal conflict resolution system. They
differ, among other things, in how timely they are. Now we are facing the
transactional challenge—as the millions of small value e-commerce transac-
tions attest. Online retailer Amazon.com alone claims more than 25 million
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regular customers. 33 Online auction house eBay.com runs more than 5 mil-
lion consecutive auctions.34 For these players in the fast, huge, and efficient
markets of the information economy, transactions costs are real, and so is
their demand for contract enforcement and conflict resolution. If the legal
system does not provide a functioning solution very soon, alternatives will
be sought. Lessig’s structural challenge is longer term. It may not bite us
now, but it will haunt us in a few years. The trouble with this structural
challenge is that once we realize societal rule-making has moved away from
legislators, it may be very difficult and costly to change. 

The legal community has debated at length the former, and Lessig’s
arguments have confronted it with the latter.35 These discussions are as
important as they are timely. But so far they have been too restricted to the
legal community. Broadening the debates by involving public policy
experts and economists may not only be useful in realizing important addi-
tional methodological insights, but may also be necessary given the far-
reaching implications of structural challenges.

The Third Challenge: Substantive 

The information economy poses a third challenge for governance, a sub-
stantive one. It, too, has the potential to shape directly and permanently
the information economy. But unlike the other two it has been largely
overlooked by the public debates. The following is my humble contribu-
tion to remedying this situation.

A few years ago, Judge Frank Easterbrook argued that the new markets
of the information economy posed no fundamental challenge to the legal
system. He quipped that new information markets necessitate the cre-
ation of a special cyberlaw about as much as horse races and horseback
riding necessitate the advent of a “law of the horse.”36 He made but one
exception to this claim. Law, he argued, will have to tackle one substan-
tive issue, namely the (re)construction of rules of control over informa-
tion.37 This substantive challenge is commonly overlooked, despite its
potential importance.

On the markets of the “new economy,” primarily information, not
physical goods, is traded. This is an important shift from the traditional
economy, in which information is mostly a signaling device for supply and
demand that fosters and enables market transactions. In the information
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economy information retains this role but also becomes the central object
of market transactions.

To be sure, information has always been valuable. But the information
economy creates many new markets for the exchange of information. More
markets entail more opportunities for information to be traded and to be
valued. “Price-less” information turns into valuable assets. However, this
process of valuation and marketization of information depends on the abil-
ity of market participants to control access to information and exclude oth-
ers from using it. Market power is not derived from “having” information,
but only from controlling access to it.38

Access control is fairly straightforward in the world of traditional phys-
ical goods. If one takes somebody else’s good, it is quite obvious: an object
has been taken away. Through “property” we have extended a societal guar-
antee to the “controller” of a physical good to use it as he or she sees fit
(within the rules set forth by society through law and other norms) and to
exclude others from using it. This is the core of “ownership.” Without such
property rights and related rules, the distribution of goods in our society
would be quite different. The legal system in its protection of exclusive
control, through ownership and property rights, has shaped considerably
the economic landscape and influenced behavior. 

Take, for example, the Roman law rules of treasure hunting.39 If a rule
permits a treasure hunter to keep the treasure he finds, and he does not
have to pay the owner of the land on which he found it, many others will
go treasure hunting, but few landowners will permit them to do so on their
land. The opposite system, in which the treasure hunter receives nothing
and the landowner gets all, would create a world of consenting landown-
ers but no willing hunters. Obviously, as the Roman jurists discovered, the
solution must be somewhere in between. But however the balance is struck
and whatever rules the legal system establishes, some people will be rela-
tively enriched and others impoverished.40

In a society based in no small part on private property as the exclusive
control of land and goods, the rules relating to ownership embedded in our
legal system have impact on the distribution of power and wealth. To be
sure, there is nothing wrong with that per se, because at least in principle
the legal system is the result of a democratic process of societal rule-
making. It is important, though, to recognize this implicit power of the law
in shaping markets and economic transactions. One may argue then that
establishing rules of control or “ownership” of information in cyberspace
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will have a similar impact on how information is produced, valued, dis-
tributed, and transferred. 

Some commentators have doubted this and pointed to the dissimilarity
of physical goods and information. Information, unlike physical objects,
has a few peculiar qualities. It expands as it is used and can be easily and
instantaneously transported. It is intangible and nonexclusive. Information
is shared, not exchanged. Taken together these qualities make it possible
that unlike a physical object, one piece of information may be used by
many different people at once at locations far apart, without necessarily
diminishing its value to anyone. 

Such qualities are usually associated with what is called a “public good.”
The lighthouse, which signals for everyone, not just for particular ships, is
the classic example. In essence, lighthouses are information providers.
Because the information lighthouses provide reaches everyone in their
range without exclusion, lighthouses benefit everyone. No sensible business
will offer such services if free riders cannot be excluded. In such a situation
no markets will be created.41

Information markets, it is said, suffer from a similar structural flaw—the
public-good character of information.42 And critics point to a further com-
plication due to the digitization of modern information and communica-
tion networks. Digitization is the transfer of all kinds of information into
a single, unified, binary code. A piece of digital information can be copied,
and the copy will be as perfect and genuine as the original. This makes con-
tinued control over information very difficult. It is completely different
from losing temporary control over a physical object. Suppose one tem-
porarily loses control over a piece of information. Upon regaining control
over this information it is difficult to ascertain that the information “re-
turned” is the “original” piece of information and that no other new “orig-
inals” have been produced.

This unique quality, it is argued, will make impossible an enforceable
and thus effective system of exclusion rights for information similar to
traditional property rights for physical goods. Implying that individuals
are creative solely because they hope to reap financial benefits, these crit-
ics understand information as a public good and believe that government
should ensure its provision.43 Others argue that the public-good charac-
ter of information puts pressure on the legal system to monopolize the
control over information. For them, the public-good character of infor-
mation is prescriptive, not descriptive. Consequently, they call for a fun-
damental change in the intellectual property setup toward the public-
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good goal, for strengthening the open-code community and public fund-
ing for creative work.44

It is possible, though, that both the descriptive and the prescriptive
skeptics of the legal system’s ability to maintain an effective system of con-
trol over information access have it wrong. Their joint skepticism hinges
upon the practical inability to exclude others from information once it is
outside of one’s immediate control. 

But modern information and communication technologies may actually
provide technical solutions for selectively denying people access to infor-
mation. In essence, technology may offer the very tools to draw borders
and to exclude others. Digital watermarks, encryption, electronic transac-
tion, and access control and related technologies may actually function as
fences, as obvious signaling devices delineating control over information.
Lawrence Lessig has made the persuasive argument that intellectual prop-
erty protection on the Internet may not be getting progressively harder, but
easier and more likely to be successful as every information transaction,
every move we make on the Net, is recorded and can be scrutinized.45 With
technological control over human interactions in cyberspace increasing,
information may become less of a public good. The legal system may have
an important role to play in assigning and maintaining individual rights of
information control and together with technologies may help information
markets to mature by providing the foundation for a finer-grained system
of access and usage rights. 

Lessig is basically correct. Technology does offer ways not only to over-
come the public-good character of information but also to create an access
control system that is much more advanced than we may imagine. A mod-
ified legal system based on individual claims of control over bits of infor-
mation provides the foundation for even bigger and more efficient infor-
mation markets, thus eventually also saving its own existence.

However, this leads to another challenge to norms and governance in
the information economy. With the technological tools at hand we now
must take a second look at the existing exclusion rights for information. 

A Modified Substantive Challenge and Possible Responses 

Intellectual property laws give the individual creator an exclusive right of
control over his or her work, a right that can be transferred and traded like
any other property right. In this sense copyright is like property. Privacy
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laws give individuals the right to prevent others from using personal infor-
mation, but unlike copyright, this individual liberty is not “tradable.” This
heterogeneity of the structure of rights controlling access to and use of
information may have been pragmatic in a pre-digital-networks age. But its
maintenance in a digital world is infeasible when it is recognized that both
of these domains confer a very similar ability of exclusive control over
information to certain individuals.

Some commentators have argued for a more homogeneous view of legal
claims on information control, for example by creating a “privacy property”
right.46 Although this would not create markets for personal information
(those markets already exist), they argue it would empower individuals
themselves to trade their personal information, not just businesses that
have somehow gained access to people’s personal data.47 Some even draw
comparisons to the right to publicity and its quasi-property quality.48

Others have criticized such “propertization” as impinging upon the free-
dom of speech, as well as empowering the individuals only in the most for-
mal sense while actual negotiation and bargaining positions between indi-
viduals and businesses remain unbalanced.49

The most stinging critique, however, comes from an analysis of the
nature of individual claims to information.50 Unlike property, information
is not only an object over which an individual wields control. It also reflects
on the individual, revealing a particular side of his or her individuality.
Possession of physical objects, too, may reveal some information about
their owners, but in general a chair I own conveys less information about
me than a book I have written, a picture I have painted, or a song I have
composed. Physical possession also reveals less than personal data about my
health, philosophy, religion, political ideology, or economic status. In this
sense the monodimensional—or better, the monodirectional (from the
subject to the object)—“property” paradigm might be as wrong for privacy
rights as for claims on creative works. Instead one may want to think of
rights over information as being bidirectional, less like property and more
like a right of informational self-determination, to shape one’s participation
in the information society through co-decision.

Space does not permit me to expand on such a bidirectional approach.51

But it is important to understand the importance of this debate. Together
with the appropriate technological tools, the legal framework may—up to
a point—shape the information economy by setting the rules of informa-
tion control and use. However, this shaping will work only if we can over-
come the current system’s contradictions and its uneven treatment of types
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of information. What may be needed is not a new “information law” but
rather a set of general principles or meta-norms to harmonize the existing
information rules, which would create similarly structured rights for how
we attribute and link information to an individual and permit him or her
to control access to and use of it.

Conclusions 

Information markets create transactional and structural challenges for law
and governance. These transactional challenges are not new, but techno-
logical advances in how we interact have made them much more present
and pressing. Our response is primarily to retool the legal system with the
help of technological means. The structural challenges pose a more novel
but less immediate challenge. Structurally we tend to do the reverse: to
respond by changing the technological structures with the help of legal
means. 

Although these are important, we must not overlook a third challenge,
the “substantive” one. This one focuses squarely on the unequal rules of
information access and use and demands our riposte simultaneously on
both the legal and the technical level. Creating a coherent set of principles
to address this challenge may turn out to be a centrally important means to
facilitate information transactions and to empower the individuals amid
bigger, better markets.
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Government’s Role 
When Markets Rule

12  . 
 . 

The legitimate object of government is to do for a community of people
whatever they need to have done, but cannot do in their separate and
individual capacities.

—. , 

T   our times.1 In all but a few isolated corners of
the world—and especially in the United States—market institutions,

market mechanisms, and market players occupy important or dominant
places in the mechanics of most people’s lives and most people’s sense of how
the world works (and should work). If FDR and G.I. Joe were emblems of
ascendant government in the middle of the twentieth century, Lou Gerstner
of IBM and Steve Case of AOL symbolize the edgy energy of private enter-
prise today. Yet just as business retained indispensable roles even at the pub-
lic sector’s high-water mark—the government did not build many weapons
for World War II, produce the concrete for Hoover Dam, or (in peacetime)
ever employ much more than one-fifth of America’s work force2—govern-
ment retains essential functions amid ascendant markets. Doesn’t it? 

Few would deny the proposition at this pitch of generality; we wouldn’t.
But government’s role in the economic realm is largely defined by reference
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to the market—making good the market’s defects, curbing the market’s
excesses. As extragovernmental devices for orchestrating collective endeav-
ors improve, a “community of people” (in Lincoln’s terms) is able to engi-
neer larger-scale, broader-based, more complex, and less tested forms of
cooperation. And as citizens become equipped to amplify their “separate
and individual capacities” through growingly sophisticated private arrange-
ments, old questions reopen about the “legitimate object of government.” 

Beyond their unaccustomed scope and scale, contemporary markets
seem prone to mutate at an exceptional pace. Intervening in fast-changing
markets is akin to air-brushing a moving picture or editing an unfinished
story. How can the agents of governance lower the odds of failure—of act-
ing needlessly, or acting clumsily, or standing idly by while untrammeled
markets wreak preventable damage—in such a setting? This essay gropes
for some guidelines. Some illustrative examples of bigger, better markets:

—Auto insurance has presented a palpably imperfect market, and regu-
lation has long seemed warranted. Because signals of a driver’s risk are
either few (city of residence, age, history of accidents and traffic violations)
or ruled out of bounds (race, gender), rate-setting is riddled with unfairness
and inefficiency. But newly developed sensors and positioning devices
make it possible to fine-tune insurance rates to actual driving behavior.
Drivers can be charged for risk coverage much as they are charged for tele-
phone service, based on use—the duration, time of day, location, and con-
ditions of driving. Early experience suggests average savings of about
25 percent.3 As the technology improves, the urban youth who only drives
to church will save on insurance, and the elderly drag-racer will have to pay
much more. 

—Ever since the lead-up to the Great Depression demonstrated banks’
vulnerability, the federal government has provided (and required) deposit
insurance. In the past decade or so, as Akash Deep and Guido Schaefer
relate in this volume, progressive growth in the completeness and efficiency
of derivative securities markets allows banks to hedge nearly all of their
interest-rate risk through swap contracts.4 These new financial tools may
undercut the case for old-style deposit insurance—while requiring govern-
ment either to develop the capacity to test the soundness of intricate risk-
hedging strategies or to count on depositors (or their private sector agents)
to do it themselves. 

—Online commerce expands consumers’ options and reduces their vul-
nerability (even in the boondocks) to retail market power. For example, the
ease of comparison shopping on the Internet appears to explain a good
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part of the drop in prices for term life insurance during the 1990s.5 Mean-
while, e-commerce raises a tangle of new issues, including the legitimacy of
differential pricing based on data-powered guesses about customers’ price
sensitivity; the urgency and feasibility of privacy protection; and the best
way of calibrating and allocating the value of information about consumer
choices. 

Let’s not kid ourselves. For many decades America has featured a mixed
economy or (as one of us has put it) a “mongrel economy, with public and
private efforts jumbled together.”6 The mix of market and public author-
ity depends in small part on analysis and ideology and in larger part on his-
tory, politics, and popular judgments. The age of the mongrel is by no
means over, and we do not anticipate a purebred market (even less, pure-
bred government) to claim as its exclusive turf any important segment of
the American economy. But the new-generation mongrel economy mani-
fests less of the governmental sheepdog and more of the market terrier than
even its recent ancestors. 

Why Markets Rule 

You don’t need a weatherman to know which way the wind blows.

—. . , 7

Why has our mongrel economy evolved to favor the price mechanism over
government policy as an organizing force? What happened to trigger the
market’s ascendancy? (Our options at this point are either multiple vol-
umes or a quick once-over. We opt for the latter.)

Technology happened, of course, especially information technology. As
the twentieth century neared its end, long-gestating innovations burst from
the laboratories and flooded the mainstream economy. Especially in the
United States, where flexible workers could readily assimilate and adapt to
technological change, these advances have both created a “new economy”
and (less vividly but more importantly) transformed much of the “old
economy.”8 This phenomenon is no secret to anyone and is discussed else-
where in this volume. So we simply add our voices to those affirming its
overwhelming importance.

Globalization happened, too. International transport and communica-
tion costs plummeted, cross-border information flows proliferated, and
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trade (in goods and services) and transnational investment (both portfolio
and direct) exploded.9 National borders became flimsier barriers to oppor-
tunity and competition. At the same time, the intertwining of national
economies through stepped-up trade and investment frustrated many con-
ventional tactics for steering or constraining market forces. 

Finance evolved. As top talent (especially in the English-speaking world)
gravitated to the financial industries, new and improved financing mecha-
nisms proliferated. Sophisticated devices for supporting innovation, dif-
fusing risk, and allocating rewards that in mid-century had been either
unimagined or restricted to the parlor games of theorists have become rou-
tine workplace tools. 

And politics changed. The collapse of communism, the shattering of the
Soviet empire, and the Thatcher and Reagan governments were only the
most visible examples of a broader and deeper trend. A generally diminish-
ing ardor for intervention is partly explained by, and partly explains, the
shrinking role of fiscal policy and the strictures international capital markets
impose on national politics. (Developments in macroeconomics, while not
our focus here, powerfully shape the context for the trends we discuss.)

But why did these categorical transformations—particularly the last
three, globalization, financial evolution, and the political turn from collec-
tivism—occur when they did, and more or less together, instead of fifty
years earlier, or fifty years later, or separated by decades of history? Part of
the explanation is that the trends are mutually reinforcing. But we suspect
there may be a subtler syndrome behind the rise of markets in the late
twentieth century. 

Market ascendancy may have much to do with a period of stability that
is long enough and sufficiently widespread to allow market-based instru-
ments of collective action to be tested, refined, and incorporated into the
fabric of society. Most of the West (again, especially the United States) has
lived without any truly major social disruption for over half a century. This
extraordinarily long period of stability, coupled with the (mostly exoge-
nous, presumably) technological vibrancy of the same period allowed new
market mechanisms to take root, thrive, and bear fruit. By another meta-
phor, markets are like crystals that grow by their own immanent structure.
But the pace and extent of their growth are determined by the richness of
the solution from which they precipitate (the intensity of technological
development), the shape and structure of their container (the cultural and
political context), and the length of time that passes without disruptive
shaking or shocks. 
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Markets depend on a measure of trust, validated by experience, both
between individual transactors (to make specific markets possible) and
among the populace at large (to shore up the legitimacy of market arrange-
ments). Large-scale traumas—wars, invasions, economic crises—can shat-
ter the cultural and institutional underpinnings of trust and inspire a
retreat to blunter but less brittle bureaucratic alternatives. Mancur Olson
argued brilliantly for a seemingly opposite dynamic: trauma serves to break
up encumbering encrustations of special interests, thus clearing space for
markets to emerge.10 But America’s recent economic history suggests that
the relationship between stability and market orientation may follow a
more complex and contingent trajectory.

Diagnosis before Therapy 

You better think. 

—. , 11

Although the details are endlessly debated, economists have developed a set
of coherent justifications—public goods; positive or negative externalities;
market power; information asymmetries—for governmental efforts to alter
the outcomes markets would produce on their own. This assemblage of
theory and data is a marvel of sophistication, but a strikingly unhelpful
guide to why and when governments actually intervene. Neither the largest
budget item at the federal level (Social Security) nor the largest budget
item at the state and local levels (primary and secondary education), for
example, is premised on a cut-and-dried case of market failure. 

Glaring discrepancies between theoretical justifications for intervention
and observed patterns of intervention inspire mutual charges of obtuseness
between academic economists and government practitioners. But there are
both good reasons and bad reasons for these discrepancies. Governments
can nudge or veto market outcomes for reasons that command popular
legitimacy but have little to do with market failure. Governments can also
commit simple errors in market governance, intervening (or doing so
clumsily, or failing to intervene where they should) for no compelling eco-
nomic or noneconomic rationale. We will not discuss the valid reasons for
violating economists’ criteria for efficient intervention—in part for reasons
of space, in part because consensus is elusive (even between coauthors),
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but mostly because the bad reasons present, on their own, a large and im-
portant topic.12 Market governance in a democracy may never be a sci-
ence, but it can be a more, or a less, careful craft.

The best way to improve market governance is to avoid making mis-
takes. This is not the simple tautology it may seem to be. In some
domains—science, sports, business—mistakes are inevitable, acceptable,
even a healthy by-product of appropriate risk-taking. This is generally not
the case when it comes to governmental intervention in markets. Mistakes
tend to stick. More subtly, and more commonly, once-sensible interven-
tions tend to endure as the conditions that justified their creation change
or fade into history. If the Department of Agriculture, or the Mine Safety
and Health Administration, or the Tennessee Valley Authority did not
exist, it would not be necessary to invent them—at least not at their pres-
ent scale and in their present form. Rent control, tax preferences for
ethanol production, taxi medallions, and mohair subsidies are examples of
interventions that have outlasted most of their disinterested defenders.

There are many reasons for this inertia, most of them eminently familiar.
Constituencies of beneficiaries tend to coalesce around any intervention,
more motivated by their concentrated and manifest gains to defend the sta-
tus quo than the diffuse public is to alter it. Activists, sponsoring legislators,
and civil servants entrusted with the mission tend to resist change. And cit-
izens, businesses, and other units of government come to depend, in ways
large and small, on consistency in governmental policies and processes. The
worker looking toward retirement, the investor structuring a real-estate deal
to capitalize on tax benefits, the automaker designing the safety features for
cars to be marketed five years hence, and the mayor planning a waste-
treatment plant all anticipate and rely upon continuity in government pol-
icy. Widespread reliance narrows the range of change the government can
contemplate without doing damage to (or undergoing intricate negotiations
with) those who had accommodated themselves to the status quo.13 Other
factors are at work as well. Behavioral economists have found evidence of a
bias toward the status quo even in private choice, and inertia is amplified by
the characteristic complexity of collective decisionmaking.14 The fact that
original justifications for intervention tend to be multidimensional—mix-
ing market-failure arguments with noneconomic rationales—means that
once an intervention is embodied in policy it can be difficult to dislodge
even conceptually, let alone politically. 

Hence our watchword for governance amid rapidly changing markets is
“diagnosis before therapy.” By this we mean that an interval of assessment
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and analysis, before intervention, is more apt to improve policy today than
in earlier eras when markets were less fluid, policy problems were more
stable, and correct solutions had a longer shelf life. We offer this not as an
iron law, but as a rule of thumb that is broadly sound despite some cate-
gorical exceptions (on which more shortly) but often at odds with political
reflexes in a democracy. Deferring intervention until the conflict between
market outcomes and the public good can be diagnosed requires unnatural
humility on the part of elected and appointed officials and an equally
unnatural patience on the part of citizens. Premature prescription—com-
mencing therapy in advance of diagnosis—is a common cause of errors,
both of commission and omission. Some examples: 

—In the mid-1980s many observers—impressed by the apparent suc-
cess of the Ministry of International Trade and Industry in orchestrating
Japan’s economy—called for federal measures in the United States to set
standards in emerging industries, including semiconductors and high-
definition television. Such a strategy, in retrospect, likely would have shack-
led technological evolution and undercut the vibrancy that blossomed
through much of the American economy a decade later.

—The fraction of Americans working in something other than a tradi-
tional employment relationship began creeping up in the late 1980s and
early 1990s. Alarmed at the prospect that the rise of “contingent workers”
would erode employment stability and work place–based benefits, the
Clinton administration launched a task force to examine ways to curb the
trend. The initiative became controversial within the administration because
the broad category of contingent workers included low-paid temporary
workers, voluntary part-timers, erstwhile employees pushed into unwelcome
“contractor” status, and highly skilled consultants. The policy development
effort stalled as participants debated the size of each subcategory and the
appropriate policy response, and it was curtailed once the 1994 elections
made favorable legislation unlikely. Half a decade later, happily footloose free
agents rather than downtrodden temps emerged as the emblems of the con-
tingent work force.15 And the trend toward contingent work reversed itself
later in the 1990s, despite the absence of any intervention.16

—In the mid-1990s, as the commercial implications of the Internet were
first emerging, Congress enacted and the president signed a tax moratorium
on electronic commerce. It is true that e-commerce is new and important.
It may be that the temporary tax preference is a reasonable way to nurture
the trend. The case for a permanent differential between the tax treatment
of electronic and bricks-and-mortar retail establishments, however, is far
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weaker. Yet once this preference was set in place it became the status quo,
and constituencies organized to defend it. There are no signs that the tem-
porary moratorium will end soon, if ever, and the rush to prescribe tax
advantages for Internet sales is likely to prove both expensive to other tax-
payers and unfair to other retailers, as well as economically inefficient. 

In these and many other cases where new problems (or more important,
new classes of problems) arise, the identification of a market governance
challenge is followed—often honestly and intelligently, let us grant, but
prematurely—by the impulse to prescribe a plausible remedy. Premature
prescription is not a risk restricted to government. The risk of overly hasty
market governance is by no means a twenty-first-century development.17

But rapidly changing markets strengthen the case for diagnosis before ther-
apy in two ways, both by tending to raise the payoff to incremental evi-
dence and analysis, and (less obviously) by tending to reduce the cost of
delay for diagnosis. 

Why Is Diagnosis More Valuable? 

As change accelerates, fresh evidence is worth more than it would be in a
more static context. The signals of stepped-up economic change are rea-
sonably persuasive, if still short of conclusive. One simple measure of mar-
ketplace turmoil is the annual turnover in the Fortune 500. Figure 12-1
tracks the one-year change in the 1960, 1970, 1980, 1990, and 2000 lists
of companies ranked by revenue. Close to twice as many companies were
replaced between 1998 and 1999 as were between 1958 and 1959. This is
a coarse measure, to be sure, and may understate the current pace of
change; a firm can plow along with high levels of sales long after changing
trends have dimmed its future. It may take years, conversely, for even the
most glittering new company to register large-scale revenues. 

A better measure than revenue rankings may be relative market capital-
ization—the market’s best guess of a firm’s worth, aggregating investors’
judgments about its future prospects. The more turmoil there is within
the hierarchy of top corporations, by the metric of market capitalization,
the more persuasive is our generalization about accelerating change. Stable
rankings suggest a placid economic environment (at least at the top) while
instability suggests a sportier setting. Figure 12-2 summarizes a preliminary
attempt to assess the rate of churning over time using this measure.18 The
starting point for analysis is Center for Research on Security Prices data on
market capitalization—that is, the number of shares outstanding times the
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end-of-year price per share. For each year-to-year comparison, the list of
the 100 publicly traded U.S. firms with the highest market capitalization
was determined for the base year, then compared with the next year’s list for
those same 100 firms. (New arrivals were not considered.). A simple mea-
sure of market turmoil is the correlation between one year’s rankings and
the next year’s rankings. In a perfectly static economy—the top firm in
1970 is also the top firm in 1971 and in 2000, with equal stability down
through the list to the hundredth-most-valuable firm—this correlation
would be a steady 1.0. If there is some turbulence in the relative scale of
companies’ market capitalization, the correlation will be lower than 1.0.
And if this turbulence increases, the correlation coefficient will decline.
Figure 12-2 traces the correlation of year-to-year rankings from 1970
through the end of the century. (That is, the final data point is the corre-
lation between rankings at the end of 1999 and the end of 2000.) It shows
that the year-to-year correlation oscillated around the range of 0.9, then
nosed downward toward the end of the period (though only the most
recent one or two years suggest a statistically significant departure).19
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Figure 12-1. Annual Turnover in Fortune 500
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These data are suggestive, not conclusive. They show that increased tur-
moil is a matter of degree, rather than a sharp discontinuity between a
static past and a roiling present. Economic change has always shuffled the
deck of policy challenges and rendered evidence and analysis valuable (if
often undervalued) inputs into policymaking. Public officials in 1960
knew more about market power in the steel industry, or the potential for
jet passenger service, or consolidation among meat processors than had
their counterparts in 1955. If legislators and regulators in 1955 had pos-
sessed perfect knowledge of the future five years out, they would surely
have made better decisions about market governance. But the increment of
understanding during that five-year interval was smaller, we suggest, than
the news revealed about the Internet or health maintenance organizations
between 1991 and 2000, and probably smaller than the news to come
about cloning or electronic retailing between now and 2010. As gover-
nance challenges become less familiar and more complex, the payoff from
patient diagnosis tends to rise. The backdrop of rapidly evolving and
unpredictable technology increases the probability that premature pre-
scriptions will turn out to be misdirected. Just as important, but less obvi-
ous, it increases the damage done by policy errors as underanalyzed inter-
ventions warp the trajectory of technological development and hobble
future policy.

Why Has Delay for Diagnosis Become Less Costly?  

It may seem paradoxical that rapid change can lower the cost of diagnosis.
Intuition suggests that fast-changing markets require fast-changing policy.
Many of our hair-trigger decisions to commence, avoid, or alter interven-
tions may turn out to be wrong, but so what? Isn’t that just life in the new
millennium, for government as it is for business? But there are several rea-
sons to believe that the costs of delaying intervention, in the name of bet-
ter understanding, have diminished. 

First, the expected value of public benefits surrendered during the inter-
val of delayed policy response is smaller in a changing and poorly under-
stood setting. This forgone benefit can be expressed as the probability of
getting the policy right without careful diagnosis, multiplied by the length
of time this serendipitously sound approach would have been correct, mul-
tiplied by the annual benefit of the lucky-guess policy. The first two factors,
we believe, tend to be shrinking—not in every case or every sector, but for
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the economy as a whole. If we tried to set the policy this month, we would
not be very likely to choose the right response to employers’ genetic screen-
ing of potential employees. Cherished values and stark consequences are at
stake, and any policy—including laissez-faire—has significant potential
drawbacks. If we happened, by good luck or good intuition, to develop a
response that made sense for 2001, it would be even less likely that the pol-
icy would still be correct in 2005. 

Second, technological and organizational fluidity lowers the expected
costs of business and consumer “reliance” on an interim government pol-
icy pending finer diagnosis. In the mid-1970s there were more than 2 mil-
lion American farmers, most of them basing investment and planting deci-
sions on federal price support and production control policies.20 It may
have been appealing, from the government’s perspective, to leave the issue
up in the air for a while until the scale and impact of Soviet grain purchases
became clear. But the reliance costs of putting policy decisions on hold—
inspiring investments not easily undone and locking up resources not eas-
ily unfrozen—made more sustained diagnosis unworkable, however de-
sirable it would have been in retrospect. Today a broader swath of the
economy is more accustomed to uncertainty, better equipped with instru-
ments for gauging and hedging against risks, and less dependent on specific
governmental actions.

Third, greater economic and political fluidity lowers the odds that a
potent political constituency will coalesce around some aspect of the sta-
tus quo, rendering diagnosis moot by entrenching a flawed intervention
(or nonintervention). When economic interests are well defined, concen-
trated, and self-aware, the option to intervene may bear a “use it or lose it”
label. Government must move with dispatch to counter a perceived clash
between market dynamics and the public interest, even if the perception
is murky, lest delay for diagnosis give special pleaders time to dominate
the political terrain. Today’s political environment—with respect to many
areas of market governance—tends to be more complex, fragmented, and
unstable. A turbulent market, meanwhile, retards the emergence of dom-
inant firms with fixed political agendas rooted in stable strategic positions
and goals. 

What evidence is there that business coalitions are becoming more fluid
and less likely to entrench regrettable policy regimes? The ideal test of this
assertion would require defining some comprehensive metric of political
activity by business interests (incorporating campaign contributions, lob-
bying activities, and other tactics); coding by corporation and industry;
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and tracking trends in concentration over a suitably long period. Like our
earlier foray into gauging market turmoil, this is a dissertation-scale enter-
prise; we offer merely some suggestive bits of evidence. 

In the late 1970s there were fewer than 1,000 corporate political action
committees (PACs); today there are more than 1,500, hinting at a growing
diversity of voices in the corporate choir.21 This is not a particularly satis-
fying metric, however, because PACs are but one route by which firms can
exercise political influence, and because a growing number of PACs is at
best a murky measure of political fragmentation. A somewhat better
(though still flawed) indicator is the concentration of political contribu-
tions of all kinds. The Center for Responsive Politics (using primarily
Federal Election Committee data) has tracked major contributors, orga-
nized by industry group, since 1990. The center identifies the industry
group of PAC contributions with a high degree of precision; soft money
contributions by firms and individual contributions coordinated with cor-
porate agendas are coded with somewhat less precision. Table 12-1 sum-
marizes some relevant patterns for seven industry groups during the six
election cycles from 1990 through 2000. 

Two industry groups—defense and transportation—display relative sta-
bility among the top contributors. In defense, only about one-fifth of the
top twenty donors changed, on average, between one election cycle and the
next, and in transportation the average turnover was only about one-tenth.
Defense and transportation had relatively low levels of total political spend-
ing and (more to the point) may also feature relatively well-defined politi-
cal terrain. (Defense, in particular, may be sui generis, given its near-total
reliance on government.) For the remaining seven industry groups, at least
one-quarter of the twenty top contributors changed, on average, between
election cycles.22

In most of the industry groups—the exceptions being defense and, this
time, energy and natural resources—the share of industry political contri-
butions accounted for by the top five donors dropped between 1990 and
2000. The three industry groups making the heaviest investments in polit-
ical influence—health; electronics and communications; and finance,
insurance, and real estate—warrant particular attention. In these indus-
tries the concentration of political spending at the top declined markedly.
The identity of the leading corporate spenders also changed. In communi-
cations and electronics, two of the biggest spenders in 2000 (Microsoft
and Seagram’s) had not even ranked in the top twenty just ten years earlier,
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and only AT&T made the top-five contributor list in both 1990 and
2000.23 It is also noteworthy that in only two industry groups, defense and
transportation, did the top five contributors account for 20 percent or
more of the industry’s political spending in 2000.

Perhaps the most suggestive pattern, from the perspective of our claim
that stepped-up market change erodes old business coalitions and slows
the entrenchment of new ones, is the shift from associations to firms as
major contributors. Industry associations, we conjecture, thrive in stable
markets. A sufficient degree of continuity in market shares and consensus
on policy agendas, for a sufficiently long period, allows firms to overcome
collective-action problems and coordinate their political activities through
associations. Conversely, when market segments blur, hierarchies topple,
and interests splinter, the emphasis tips toward “every firm for itself.” In
1990 the top five contributors in the health care and finance, insurance,
and real-estate industry groups were multi-firm organizations such as the
American Medical Association and the American Bankers’ Association. In
2000 only one of these quasi-corporatist associations survived in the top
five of each industry, with the rest replaced by individual firms. 

These preliminary data are broadly consistent with our suggestion that
the old monolithic ice sheets of business influence in politics are frag-
menting into shifting floes of company-specific agendas as corporate inter-
ests become more heterogeneous. Efforts to forge public policies—if ade-
quately nimble and astutely steered—may be better able to navigate
around the obstacles to reach sound results. By this conjecture (in an odd
corollary to Olson’s argument about institutional turmoil promoting eco-
nomic growth), market instability preserves room for well-considered gov-
ernment. We find the Microsoft case a comforting data point on this
front—not so much for its outcome as for the fact that it occurred. Con-
sider that the federal government and a phalanx of state governments engi-
neered a potentially lethal strike against a well-regarded and hugely valu-
able industry leader, whose products are used and whose stock is owned by
a significant fraction of American voters.24 Many political analysts, if
granted a glimpse at a crystal ball in, say, 1990, would have predicted that
a behemoth with Microsoft’s reach would prove strongly resistant to gov-
ernance and would have counseled taming it before it grew too powerful.
It could be, of course, that there were peculiarities specific to Microsoft to
explain subsequent events.25 But we suspect it illustrates a broader phe-
nomenon. Government gains breathing room for well-thought-through
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intervention choices when unpredictable change retards the coalescence of
stable business interests. 

Fourth, and relatedly, even where one or a few firms dominate an indus-
try, this dominance may be more fleeting than in earlier eras. “Industries”
are seemingly becoming more arbitrary and transitory categories than
heretofore. Particular economic capabilities—the capability to rapidly and
reliably process very large numbers of transactions, for example, or to
orchestrate alliances and partnerships, or to organize and motivate creative
personnel—are coming to matter more. It is generally harder to dominate
such capabilities than it is to dominate a well-defined industry. The old
business-school cliché—“You thought you were in the railroad industry,
but you’re in the transportation industry!”—hints at what is becoming the
general case.26 As long as both the relative importance and comparative
endowments of significant economic capabilities remain in flux, a healthy
turmoil can slow the accumulation and erode the security of market power.
Such a situation not only undermines the political power wielded by dom-
inant firms. It also increases the odds that a disjuncture between market
reality and the public interest will turn out to be temporary. This is not to
suggest that in the era of bigger, better markets all flaws will be self-
correcting. Sometimes they will get worse, and sometimes they will stay
bad but in a different way. But it does caution against pursuing the chimera
of once-and-for-all fixes, calls into question proven solutions from the past,
and highlights the wisdom of looking before leaping.27

A fifth factor making diagnosis less costly—obvious, perhaps minor, but
certainly not trivial—is that new technologies directly lower the cost of
gathering and processing information. A single analyst at the Food and
Drug Administration, the Federal Trade Commission, or the Justice De-
partment’s Antitrust Division, equipped with web access, Lexis-Nexis, and
an off-the-shelf spreadsheet program, can do herself in a few days what
would have taken a team of analysts weeks to accomplish twenty years ago. 

When Should Therapy Come First?  

“Diagnosis before therapy” is a rule of thumb, we noted, not a universal
maxim. In certain medical circumstances, therapy rightly precedes diagno-
sis—when conditions are clearly life-threatening, for example, or when
symptoms can be treated with some confidence independent of the under-
lying cause. Researchers have recently determined that high blood levels of

  .    . 
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homocysteine (an amino acid) are associated with heart attacks, strokes,
miscarriage, and other ailments. But nobody yet knows whether elevated
homocysteine is a cause or a side-effect of pathology, and it is unclear
whether driving down homocysteine does any real good. Yet physicians are
advising some patients to get blood tests anyway and to take steps to reduce
high levels of homocysteine. It happens that the therapy for lowering
homocysteine—eating less meat and more green vegetables, plus reducing
stress—is much more likely to be good for you than bad for you even if
homocysteine turns out to be a red herring.28

What conditions define analogous cases in the realm of market gover-
nance? We suggest three generic categories in which therapy can properly
commence in advance of a full diagnosis.

First, and least interesting, are instances in which government has no
discretion and diagnosis is superfluous. In some areas—the issuing of
patents; certain regulatory arenas where cost-benefit analysis is explicitly
proscribed—government is constrained to take action X whenever cir-
cumstance Y is encountered.

The second category includes instances in which even a temporary pol-
icy lacuna triggers irreversible consequences. These irreversibilities may be
technical (the default is adoption of a flawed technical standard), economic
(costly investments made in reliance on current policies), legal (formal or
informal precedents that give property rights in status quo policy), or polit-
ical (the accretion of constituencies with the motive and the means to resist
subsequent efforts at governance).29

And the third category—the homocysteine analogue—includes
instances in which generically useful therapy can be initiated without pre-
cluding its replacement by a more refined, or utterly different, approach
following diagnosis. Interventions involving information disclosure—
mandating consistent reporting of pension fund adequacy or mutual fund
performance, for example—presumably fall into this category.30 Better
education and training may also be a broad-spectrum remedy for a range
of ills in the era of bigger, better markets.

We are not suggesting that these three sorts of circumstances are
unknown or even uncommon; indeed, with a little reflection most stu-
dents of policy could cite several plausible examples within each category.
What we are claiming is that they are rarer than they used to be, and that
in the age of bigger and better markets diagnosis is at once more challeng-
ing and tends to matter more.

 ’     
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Concluding Comments 

If economists could manage to get themselves thought of as humble, com-
petent people, on a level with dentists, that would be splendid.

—. . , 31

The time cannot be far distant when a knowledge of Political Economy
will be considered as necessary for legislators as knowledge of Greek.

—. . , 32

We could turn out to be wrong. Markets may not be changing any faster,
in the aggregate, than they used to; or (more likely) market turbulence may
turn out to be a temporary phase—a jagged ridge connecting two placid
mesas of relative stability. Alternatively, our arguments about the rising
payoff of careful diagnosis could be mistaken. The proper watchword for
government’s role when markets rule could conceivably be “shoot first and
ask questions later,” rather than “diagnosis before therapy.”

But for the sake of argument, grant (to a first approximation) that our
line of thinking is correct. Why might it be interesting? What can be more
banal and less controversial than a call for more diagnosis in the face of
uncertainty? It seems to go without saying. What makes us think it war-
rants such emphasis? There are three general reasons for our conviction
that hasty diagnosis and premature prescription are special perils of gover-
nance in an age of bigger, better markets.

First, the game may change more quickly than the players. Most partic-
ipants in debates about market governance—whether academics, politi-
cians, lobbyists, business leaders, or civil servants—have sunk professional,
psychological, and reputational investments into established models of
market successes, market failures, and the wisdom of particular interven-
tions. Just as generals chronically prepare to fight the last war, public offi-
cials and scholarly kibitzers dispense prescriptions to address the previous
decade’s problems. This is a minor flaw in a stable world, but a major haz-
ard amid rapid change. Alexander the Great could have stood in for Con-
stantine, in a pinch, more easily than Patton could have replaced Powell.
Analysts who cut their teeth on concentration ratios and price leadership
may find their instincts outdated when industries cannot be defined, when

  .    . 
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firms rapidly and repeatedly leap into and out of sharply different areas of
endeavor, and when some prices hover near zero.

Second, “diagnosis before therapy” may seem to invite paralysis by
analysis, serving as a backdoor counsel of conservatism. But this would
miss the point; the guiding phrase is, “laissez faire—pour le moment.” It is
silent on the nature of the public interest, or on the typical merits or flaws
of market outcomes. It merely calls for initial caution and ongoing intel-
lectual diligence when constructing what eventually may turn out to be
highly aggressive interventions.33

Third, decisionmakers are accustomed to uneven and often shoddy ser-
vice from diagnosticians. “Diagnosis before therapy” is an unremarkable
recommendation in the medical arena, since patients have a well-founded
expectation that expert assessment will lead to a better outcome. Academic
social science, to a lamentably large degree, is ill-equipped and disinclined
to offer practical guidance on emerging problems of market governance.
How should Internet sales be taxed? Should new life-forms, gene
sequences, or software capabilities be patentable? Even old questions take
on new dimensions. In light of the changing nature of work, should over-
time laws be abolished or broadened?34 How should we feel about child
labor if a teenager is scribbling software instead of stitching shirts?

Shopping for an accurate diagnosis is a daunting task. Policymakers
encounter competing diagnosticians, many who are servants of particular
interests or slaves to particular ideologies. But even scrupulously honest
investigators tend to be handicapped by overspecialization and disciplinary
blinders. Imagine if medical practice were similarly shackled, and one of us
suffered, say, a compound fracture of the arm after balancing on the back
of a chair to reach a volume on a top-shelf pile. We would call 911, and a
bus-sized ambulance would roar up and disgorge a dozen or so white-
coated specialists. The orthopedic surgeon would prepare a titanium pin
for the broken bone; the plastic surgeon would push him aside to ponder
the prettiest way to stitch the ripped skin; one specialist would test a bone
chip and warn of inadequate calcium; another would assay the dripping
blood and prescribe a crash program to reduce cholesterol. After a few such
experiences, it would be understandable if the victim skipped the expert
advice, splinted the break with supplies from the corner pharmacy, and
hoped for the best. A similar plight sometimes confronts the policymaker
seeking guidance on market governance. Diagnosis is too often rigged to
justify the treatment an expert has long been peddling, or tuned to fit the
dictates of theoretical elegance or disciplinary fashion.

 ’     

12-0201-CH 12  8/15/02  5:24 PM  Page 301



For our academic colleagues, then, we counsel a measure more humility
in the face of new classes of market governance problems.35 We also advise
a renewed commitment to usefulness—a commendable stance in general,
and more so as the stakes of sound assessment rise. Careful diagnosis is an
honorable craft, whether or not the candid analyst can offer some ready
remedy. Diagnosis and prescription, even when bundled into the same
treatise, should be sufficiently separable that those inclined to reject the rec-
ommended therapy can still benefit from the assessment. 

And for practitioners, we emphasize our central theme: Market fluidity
and uncertainty mean that objectionable market outcomes are apt to be
imperfectly understood at any one point in time and likely to become less
objectionable, or objectionable in different ways. Evidence and analysis are
becoming more valuable, as is flexibility in the strategy and tactics of inter-
vention. Substantial and systematic increases in governmental flexibility,
however desirable, do not seem probable (at least in the short run). Hence
government’s role when markets rule, we submit, is likely to involve an
unaccustomed, and doubtless uncomfortable, quotient of delay as evidence
accumulates, cause and effect become better understood, and the mists of
uncertainty dissipate. 
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15. The Internet has proven a remarkably effective device for sorting short-term work-

ers into desirable engagements, and the growing number of skilled, and voluntary, contin-
gent workers is almost certainly an important spur to growth and efficiency. It is not that
the tales of exploited temps were fictional—they did, and do, exist—but that they turned
out to be unrepresentative of a more benign broader trend.

16. We are indebted to Steven Hipple of the Bureau of Labor Statistics for a late-2000
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The Market versus 
the Forum

13  . 

A   that bigger and better markets pose for
governance is the potential impact that the idea of markets as a valu-

able way to organize economic, political, and social life has on real capaci-
ties to govern. By governance I mean: first, the capacity of some political
community to establish a forum within which it can define purposes to be
achieved using the power of the state; and second, the community’s real
ability to achieve the public purposes it defines for itself using both gov-
ernmental and private capacities to achieve the desired result.

There can be little doubt that market expansion has long influenced real
economic conditions throughout the world. The material effect of markets
is evident in the growing gross national product of both developing and
developed nations, and (to some degree) in declining absolute levels of
hunger, illness, and poverty throughout the world. Less happily, market
effects are also evident in the ugly and dangerous scars left by the careless
use of the environment. 

It is equally clear, I think, that the development of active global markets
has profoundly shaped prospects for effective governance. The rapid move-
ment of goods, services, capital, and information across governmental
boundaries has made it impossible for national and local governments to
chart their economic destinies independent of these powerful economic
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forces. It is these real, material impacts of bigger and better markets—both
positive and negative—that are the focus of many of the essays in this book.

Here I want to make an additional argument: namely, that the growth
of markets helps to spread a market ideology. This effect happens as indi-
viduals participate in the market as consumers, employers, entrepreneurs,
and investors and have the concrete experience of making independent
choices about how they will spend their time, energy, and money. It also
occurs as individuals observe the market at work and see its capacity to
organize social energy. And it occurs as market actors organize to make
increasingly effective political claims on government’s power to support
the market. Eventually, the market becomes not only a way of organizing
the economy of a society but also a way for society’s members to think
about what they should value as individuals, how they might combine
together to produce valuable social results, and how lines ought to be
drawn in society between the private and the public, the individual and the
collective, and the voluntary and the obligatory.

Of course, the market is not a new phenomenon. As an empirical real-
ity, human beings have long exchanged things in markets without explicit
social or political sanction. Moreover, those exchanges have always crossed
the boundaries of class, culture, and citizenship and to some degree have
unsettled social relationships built on tradition, charismatic authority, and
coercive power. What is relatively new in the world, however, is the eleva-
tion of markets to the status of a reliable and important social institution
for satisfying individuals and achieving social goals. The elevation of the
market to this status as a valuable, all-purpose social institution has
required the development of a market ideology that legitimates the mar-
ket in this role—that explains why markets are a good (and fair) way of
organizing the productive capacities of society to meet individual needs
and wants. 

The development of this market ideology has probably been a necessary
cultural and political condition for the expansion of real economic markets
around the world. Without this ideology to legitimate markets in other-
wise hostile social and political environments, the spread of markets might
have been slower and less global than it actually has been. It is also true that
the success of markets in improving material conditions throughout the
world has helped spread commitment to the market ideology. As markets
have succeeded in creating wealth, satisfying individual desires and giving
individuals a chance to lead their lives more freely than was previously
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imaginable, the values celebrated by the market ideology have become
more powerful.

This would unequivocally be a good thing if market ideology could be
confined to offering instructions about how to organize a society’s eco-
nomic life. But market ideology has had a way of extending its reach into
social and political as well as economic life: 

—The idea that the selfish pursuit of individual material welfare pro-
duces efficient economies can affect individuals’ ethical views of what they
should value as individuals. 

—The idea that the market reliably assigns value to individuals’ contri-
butions to the productive activities of the society through wages set in com-
petitive labor markets, and that individuals are entitled to keep what they
earn from their individual labor, can shape their ideas of what they as indi-
viduals are entitled to and what they owe to others. 

—The idea that a system in which people own property and make vol-
untary exchanges with one another produces a kind of global efficiency in
the organization of social effort that can shape individuals’ social and polit-
ical views about the importance and location of the boundary between the
private (where individuals are free to pursue their own interests) and the
public (where individuals decide together on the purposes that are impor-
tant enough for them to tax and regulate themselves to accomplish). 

—The idea that rational individuals can be expected to shy away from
making contributions to the general welfare if others can be persuaded to
do the work that will benefit all together, and will seek to maximize their
own welfare when they act as the fiduciary agents of others, can shape our
views about the possible ways in which individuals can combine together
to accomplish public purposes and exercise effective control over those
whom they rely on to achieve their purposes. 

All these ideas together help to support the idea that a wise, good, and
effective society would be one that concentrated most of its attention on
protecting individual property rights and promoting economic develop-
ment and much less attention on defining and working toward a common
good or an expansive idea of justice.

In all these ways, the market ideology can shape the social and political
culture of a society and influence choices about how individual and social
life will be conducted in areas far removed from the processes of getting
and spending.

I also want to argue that the political and cultural effects of a market ide-
ology are more likely to be negative than positive for the cause of more
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effective governance. There are, of course, some positive benefits of market
ideas for effective governance. But I believe that the main effect of embrac-
ing a market ideology is to undermine the sense of collective responsibility
for social life that is probably an essential condition for effective governance. 

This adverse result derives, in the first instance, from the importance that
the market ideology places on satisfying individual material desires to live
well as individuals over individual social and political desires to live in a just
and good society. In short, the market celebrates Homo economicus more
than Homo civicus or Homo politicus. In doing so, the enthusiastic embrace
of market ideology may not only discourage the expression of these impor-
tant aspects of human life; it may also undermine the commitments and
capabilities that make an effective social and political life possible. 

The adverse effect of market ideology on governance derives, in the sec-
ond instance, from the undermining of confidence in the capacity of a
group of individuals to form and achieve a collective purpose that would be
responsive to the political aspirations of the individuals who made up the
collective. Economic theory tells us that it is impossible to aggregate indi-
vidual preferences in a coherent way, that efforts to mobilize individuals to
produce “collective goods” will be frustrated by “free-rider problems,” that
much of what lies beneath the surface of politics is “rent-seeking behavior”
by materially self-interested people using phony public interest arguments
to camouflage their selfish purposes, and that those whom we used to call
public servants are really nothing other than bureaucratic empire builders
devoted to maximizing their own power, prestige, and salaries. 

In short, the market celebrates the processes of individual voluntary
exchange and finds an attractive collective result only in the aggregation of
these voluntary exchanges. Alternative forms of aggregating individual
preferences and commitments (such as deliberation leading to the recog-
nition of shared purposes and an acknowledgement of shared responsibil-
ities for achieving those goals, which are then pursued as a point of honor
and social commitment) are deemed insufficiently reliable, too vulnerable
to exploitation, and too threatening to individual liberty to be effective
means of achieving desirable social results. In short, civic association and
politics—understood as the effort to form a collective will and a collective
capacity to act from the commitments of individuals—is viewed as a
problem rather than an opportunity. So is having to figure out how to use
the asset that democratic theory asserts we all own in common—namely,
the power of the state to tax and to regulate us as individuals for the com-
mon good.
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If market ideology celebrates material interests and voluntary exchange
among individuals and views other motivations and methods of aggregat-
ing social effort as unreliable; and if governance depends on individuals
developing and expressing ideas about the common good and joining
together in clumsy democratic processes that commit the citizens of a soci-
ety to giving up some of their money and freedom to accomplish purposes
they decided were important to pursue together, then the wide embrace of
market ideology could well undermine the prospects for effective demo-
cratic governance.

To make this argument, I explore the elements of market ideology at
several different levels. I begin simply by noting some important value
commitments that are thought by many to be entailed by a social com-
mitment to market ideology. I do not try to show that these ideas about
social organization are necessary logical entailments of market ideals, or
that they are, in fact, empirical consequences of the extension of markets.
I note only that some individuals and societies react to the emergence of
markets as though they sought to enshrine certain kinds of social values,
relationships, and commitments that seem dangerous to public life. I then
explore market ideas as an explicit guide to societies about how they might
organize themselves to ensure that their resources are used most efficiently
to satisfy individual desires. In effect, I deal with market ideology as though
it were a more or less complete social and political theory. Third, I explore
how market ideas can affect social choices about the sizes and character of
different social sectors and the ways in which market ideals end up favor-
ing the institutions of civil society over those of politics and government in
achieving social results. 

Market Ideals as a Social and Political Ideology 

I will shortly turn to the formal variants of what I term market ideology—
welfare economics, and the extension of its core concepts into sociology,
political science, and other disciplines. But first it is worth paying some
attention to the broader intellectual gestalt from which these more struc-
tured concepts have been crystallized analytically in important social sci-
ence theories. The idea of relying on markets and private enterprise to
accomplish important social goals operates at this broader and fuzzier level
both for market enthusiasts and for market skeptics. 
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Although it is hard to be conceptually or empirically rigorous in char-
acterizing the particular values that seem to be celebrated by the market as
a form of social organization, it is possible to construct a suggestive list. As
a starting point for discussion, we might say that the market ideology is
believed by many of its supporters to be a philosophy that emphasizes such
values as: 

—the right of individuals to form their own views of what is valuable
over a collective’s right to say what ought to be valued; 

—the right of individuals to choose and enter freely into contracts over
a collective’s right to oblige and impose duties; 

—the right of individuals to own their own time and decide how to
spend it (including the important decision about how they will divide their
lives among efforts at “getting and spending,” “kicking back and enjoying
life,” and accepting the responsibilities of being a member of some kind of
collective, such as a good spouse, a good parent, a good neighbor, a good
congregant, or a good citizen;

—the right of individuals to accumulate the fruits of their own labor
and use their property in ways that they choose; 

—the importance of ensuring that society’s productive capacity is
deployed to meet the material desires of individuals, as a goal that individ-
uals would have for themselves and as a goal that society as a whole would
embrace as its ultimate purpose; 

—the necessity of relying on disciplines produced by contractual
accountability and competition as important ways of motivating individu-
als to produce, and firms to become efficient, over the naive view that peo-
ple will do things simply because they are right; 

—the justice of being able to own and build up private property as a
consequence of one’s own talents and efforts; and 

—a belief that markets produce an important kind of justice in pro-
ducing fair payments to individuals for the contribution that comes from
their talents and effort in applying them.
Note the different kinds of claims in this list. Some of the claims are instru-
mental; they point to the effectiveness of the market in achieving particular
results. Others are value claims; they take a position on what is just and fair
in the ordering of social institutions rather than on what arrangement of
social institutions works best to achieve individual and social goals. It is in
these ways that the market ideology is a social and political ideology offer-
ing a vision of how individuals ought to relate to one another in society as
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well as an instrumental scheme for organizing the productive energies of
society.

The market ideology is believed by many opponents to be a philosophy
that emphasizes: individualism over any important conception of recog-
nized interdependence or collectivist commitment; materialism and con-
sumption of goods and services over the search for spiritual growth and
moral virtue as the path toward the good life; economic life as a more
important place to spend one’s time and derive happiness than social, or
civic, or political life; competition over cooperation as an important spur
to productive activity and innovation; pragmatism over idealism as a way
of orienting oneself to work and motivating others to participate; short-run
consumption over long-run conservation and patient investment.

Now, these views may or may not be logical entailments of a commit-
ment to what could be rightly understood as market ideals. It is also true,
I think, that given the past century’s experience with both fascism and
communism we can all imagine the ways in which political ideologies that
emphasize collectivism over individualism in the name of individual and
social virtue can be used as devices to destroy individual liberty and waste
productive activity. 

Still, those who are interested in spreading the market ideology, either as
an umbrella under which real markets can continue to expand or as an
attractive set of concepts to be used in thinking about the overall organi-
zation of society, must contend with the fact that market ideals are per-
ceived and either supported or opposed by many on the grounds described
above. Moreover, we must be prepared to confront the fact that, insofar as
markets succeed and bring with them these particular ideals, the very suc-
cess of markets may end up giving moral and social license to the values
and conduct described above. 

Market Ideals as a Guide to Organizing Economies and Societies 

Whatever the fuzzy connotations of the market ideology, there is also a
very specific idea about markets and why they are to be preferred in orga-
nizing both economic and social life to ensure the “maximum good for the
maximum number.” Often these institutional arrangements are justified on
the apparently neutral ground that they are more “efficient” and “effective”
in accomplishing social results. And so they may be. 
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Efficiency as a Feature of Markets and as a Social Goal 

Yet one must keep in mind that there are two quite different ideas of effi-
ciency and effectiveness embedded in this general claim about markets.
The most commonly understood idea is that the market will develop effi-
cient and effective technologies or methods for producing any given desired
result—that is, that the same quantity and quality of output can be pro-
duced with less use of scarce materials such as land, labor, and capital. That
result is ensured (in the short run) by the existence of market competition,
which forces firms to find and use efficient technologies for producing
goods and services lest they lose customers (and investors) to firms that can
offer products and services at a lower cost. It is ensured over the long run
by the desire of entrepreneurs to make money and the fact that they can do
so if they are allowed to keep the benefits of finding a more efficient tech-
nology for producing a given result. 

The second, less commonly understood but potentially more important
idea is that the market will be efficient because it focuses the attention of
producers on supplying what individuals want. This idea reflects the impor-
tance of consumer sovereignty. The market is judged to be efficient not only
because it produces goods and services at the lowest possible cost (given
today’s technologies), but also because it does not waste time, effort, and
material on producing things that people do not want. Or, somewhat more
precisely, it systematically weeds out those enterprises that are wasting
resources on things that individuals do not want and therefore guards
against social waste.

It is of no small import, I think, to understand that the market ideology
gives enormous weight and standing to individual desires, aspirations, and
preferences. The fundamental social justification for the market is: (1) that
it does very well in satisfying the material desires of individuals as con-
sumers; (2) that accomplishing this goal efficiently should be the most
important goal of an economy; and (3) that having an efficient economy
(in the sense described above) should at least be a very important goal of
society if not, in fact, the only important goal.

The Individualization of Politics: Liberal Political Theory 

Note that the importance of satisfying individual desires in markets aligns
quite closely with the political ideals of a liberal democratic state. Both
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free-market economic theories and liberal political theories start from the
premise that the most important arbiter of value is the individual. That is
as true in markets when people are buying deodorant or art, choosing
among colleges, or deciding where to sell their labor as it is in the realm
of civic life where individuals make voluntary contributions to public pur-
poses, or in political forums where individuals cast their votes for particu-
lar candidates’ visions of a good or just society, or in referendums that
decide whether something is or is not a problem that ought to be
addressed using the collectively owned powers of government. 

Of course, the kinds of individual preferences that people express in
markets might be quite different from the values they express in civic and
political life. In markets, individuals are thought to express their prefer-
ences for material goods and the ways in which they decide to participate
in the economy as investors, entrepreneurs, workers, and consumers. The
values they express in civil society and in politics, in contrast, have less to
do with individual consumption and more to do with individually held
ethical, social, and political aspirations. In the civic and political sphere,
individuals seek to find and express ideas about what constitutes virtue in
their own lives, what they think is important to do for others, how they
would like to combine with others both for camaraderie and to achieve
shared goals, and how they would like to use state power to achieve a just
and good society. (By describing these values as “individually held,” I am
not suggesting that, as an empirical matter, they are constructed by indi-
viduals standing alone without the important influences of social norms,
traditions, or powerful institutions that mediate between the individual
and society such as families, communities, and churches. I accept fully the
idea that individuals’ beliefs, commitments, and actions are profoundly
influenced by the macro and micro social conditions in which they find
themselves. I am simply observing that it would be possible to observe the
values that individuals hold at the level of the individual and to imagine
that the individuals both believe themselves to be and to some degree are
independent agents in developing these views and deciding when and how
to act on them.) 

Methods for Aggregating Individual Preferences: Markets and Forums 

The methods for aggregating or combining individual preferences and val-
ues also differ significantly between the market on one hand, and civic and
political life on the other. In the market, aggregate results emerge willy-
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nilly as the cumulative results of individual exchanges. In the forums of
civic and political life, exchange is hardly absent. Many collective arrange-
ments arise from individual exchanges and negotiations among more or
less materially self-interested individuals and groups. 

But in civic and political forums we sometimes imagine that aggregate
results could be produced by a different, more social, less individualistic
process: namely, individuals might build up feelings of reciprocity and
commitment such that they would do things for each other even without
being sure that the account would be instantly cleared; or they might find
that they had commonly shared purposes that could be more easily
achieved if they cooperated to produce the mutually valued result rather
than struggled to find ways to get another person to do most of the work
of producing the result that they both want. The discovery of a common
cause and the development of a common commitment to pursue it could
occur ab initio as each person finds another like-minded and equally hon-
orable person. Or the common cause could be created after some process
of deliberation and joint action during which individuals who initially have
different views about what would be valuable and feasible, and are uncer-
tain about their ability to act together, develop more concerted views about
what is worth doing and more confidence in one another’s willingness to
share their “fair” burden in achieving the mutually desired result. 

Note that there is a very close relationship between our understanding
of the preferences individuals have and want to express and our under-
standing about how social aggregation processes might work. If we imag-
ine that the preferences and values that reliably guide human behavior are
largely selfish and material—that each individual will evaluate the results of
social engagements largely according to whether it was good for him or her
alone rather than for the group or some larger purpose, and will neither
identify much with others nor feel solidarity with them, nor cooperate as a
matter of duty and honor—then the only way in which individuals can
combine to accomplish collective purposes is through negotiation and
deal-making in which the only things being exchanged are material goods
that the negotiators desire. 

If, however, we imagine that the preferences and values that reliably
guide human behavior include some desire to maintain right relationships
with others, and to accomplish larger social objectives than attaining com-
fort and sustenance, then new ways of combining become possible. Even if
we stay in the world of negotiation, more deals become possible if the
negotiators care about the welfare of their negotiating partners and take
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some satisfaction in the overall value produced by the deal as well as their
share of it. And, if we step outside the negotiation framework and give
greater weight to individuals’ desires to help one another or to maintain a
right relationship with others, or to achieve the larger purposes of living in
a just as well as prosperous community, then these motivations alone can
suffice to create an organization that can extract effort from individuals
and transform both material and social conditions in a society. 

In sum, if we think individuals care about one another as individuals
and about the aggregate material, social, and political conditions in which
they live, then the aggregating processes we associate with civic and polit-
ical forums have more potential to organize society than they would if
individual preferences were limited to selfish material desires. In that
world, the market would be the only reliable mechanism. This is one of
the important ways in which economics might properly be viewed as the
“dismal science”: it is not only gloomy about the prospects of human
development; it is gloomy about human nature and humans’ ability to
combine together as well.

The fact that market ideology emphasizes the value of voluntary ex-
change among individuals as the preferred way of aggregating individuals
into collective units that can accomplish things (whether that aggregation
happens in the use of markets to organize much economic activity, or in
the combination of capital and labor to form a firm, or in the negotiations
that occur among neighbors about how they might build and care for a
playground that both their families could enjoy) has important implica-
tions for how those imbued with the market ideology will view the aggre-
gation processes that happen in civic and political forums. To market
enthusiasts and liberal political theorists who value individual choice and
freedom over social obligation, civic and political forums are potentially
dangerous to the social goal of satisfying individual desires. In such set-
tings, the weight of the collective bears down on the individual members
of the forum. In that weight lies the stench of social coercion against free
individuals. In that weight lies the hypocrisy of individuals and groups who
assert that their particular desires should be embraced as a public cause. In
that weight lies the potential to grasp the power of the state to advance
some interests against the interests of others.

This view of any collective deliberation process as a threat to the inter-
ests and rights of individuals poses a real difficulty for theories of demo-
cratic governance. By definition, a state enjoys the right to use its author-
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ity over its citizens to advance common purposes. In democratic theory,
that authority is supposed to be jointly owned by the citizens. It is sup-
posed to be used to protect their rights and to advance whatever common
interests they might decide that they have. The fact that the state has
power to accomplish things and is jointly owned by citizens means that
citizens own something in common: namely, the power of the state. It fol-
lows, then, that they must have some way of deciding how they will use
the power of the state, and that will be, by definition, a collective process.
If this process is unreliable in helping individuals achieve their valued
goals, it follows that much about the state will be suspect. It follows as well
that a society ought to resist using the state whenever possible, for its use
can be only imperfectly guided toward the cause of maximizing individ-
ual welfare.

Of course, I am describing here the fundamental tenets of a libertarian
political philosophy. There are other “liberal” political philosophies that
would view the state as a potentially valuable actor in producing prosper-
ous and just societies, and who think of the processes of guiding the state’s
actions through democratic politics as a reasonably reliable method of
advancing individual and social welfare. I want to emphasize, however, that
even though liberal political ideals include some acceptance of the necessity
of individuals combining together to provide guidance to a democratic
state, most liberal political theorists (to say nothing of most welfare econ-
omists) remain profoundly suspicious of the idea that a collective—a “we”
that can have desires and the will to accomplish collective purposes—can
be reliably formed from individual desires. 

Despite the bold claims prominently displayed on American currency,
liberals of all stripes have serious doubts about the extent to which a
“pluribus” can reliably produce an “unum.” In liberal political theory as
well as welfare economics, the irreducible element of society is the individ-
ual—not the family, not the community, not the polity. These collective
enterprises—however small, organic, and intimate or large, socially con-
structed, and impersonal—exist only as long as they can continue to earn
the loyalty and commitment of the individuals who constitute them. To
say that they can operate together with a collective will is at best a bad
metaphor that obscures the important question of how such collectives
form and maintain the commitments of freely choosing individuals to
them. The idea of a collective will is, at worst, an idea that paves the way
to fascism and totalitarianism. 
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The Social Preference for Markets and Economies 
over Forums and Governments 

The fact that market ideologues and liberal political theorists have such a
profound commitment to individuals as the sole arbiters of (economic,
social, and political) value, and such a profound suspicion of the possibil-
ity of forging collective decisions from those individual valuations in any
real collective choice process, causes these groups to favor the market econ-
omy over other sectors of society. The reason is simply that markets allow
individual preferences to have the greatest power to be satisfied. This is
true even though it may only be material desires that can be satisfied
through markets. If material choices can be satisfied through markets, and
political aspirations cannot be well satisfied either through markets or
through politics, it follows that if we want to have individuals satisfied
rather than frustrated we should encourage them to concentrate on what
can be done within markets rather than through politics. A wise society
would emphasize the potential of markets, with the wide freedom of
expression they allow and their fantastic capacity to enhance material wel-
fare over the worlds of public action. 

Politics in a Society Dominated by Market Ideology 

Taking this argument from the economic realm into the political realm,
those with strong commitments to a market ideology find that they have
strong views about political and civic culture: that is, about how individu-
als should think and act as citizens of a social and political community.
They also have strong views about structuring institutions in society: that
is, about how the line should be drawn between private and public insti-
tutions and what the proper ends of government should be. 

More specifically, those committed to a market ideology often think it
would be best if politics—understood as a continuing collective discussion
about what we should tax and regulate ourselves to accomplish together—
were relegated to the margins of individual life and treated as a necessary
evil rather than an important and beneficial part of our lives. Given that
there is no obvious way that people with conflicting views about the pur-
poses for which and the ways in which society ought to be organized, it is
probably best for individuals to keep their political ideas to themselves. To
minimize conflict and avoid frustration, then, politics and public life ought
to be minimized in favor of more private living.
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To the extent that some kind of politics is necessary to give guidance to
the democratic state, those who admire market ideals believe that politics
should be structured competitively—like markets. We should have a “free
market of ideas” about what society ought to try to achieve and how it
ought to go about it. We should have “competitive elections” in which
individual candidates compete for the votes of individuals by aligning
themselves with individuals’ views about how they want to be governed:
how they would like to divide the world between public and private and
what public purposes are important to achieve. The idea is that such “polit-
ical markets” will produce “efficiency” in the satisfaction of individuals’
social and political aspirations in the same way that “economic markets”
will satisfy individual material desires. 

Such considerations lead to the “welfare economics” view of how best to
organize society both economically and politically, and to the “rational
choice” view of politics and government. In this view, the best society is
one that is designed to meet the desires of individual consumers in the
market realm and the aspirations of individual citizens in the political
realm. The consumers are thought to be people who have primarily mate-
rial desires. To the extent that they have moral or political or religious aspi-
rations, these must be satisfied outside the domain of the market by choices
they make for themselves in their personal lives, in their communities of
faith, or through the act of voting. To the extent they have political aspira-
tions for the shape of society as a whole, they have to compete with many
others’ views to elect their candidates or otherwise get the government to
adopt their preferred ideas. The best political forums will be those in which
individuals simply cast their individual votes for preferred social states, and
the state is selected that comes closest to satisfying the political aspirations
of the “median voter.”

The Role of Politics and the State in a Society Dominated 
by Market Ideology: Libertarianism and Liberalism 

Of course, even libertarians understand that there has to be some role for
the state, and therefore some political activity to guide the state’s activity.
Since the market is so important to the satisfaction of individual material
desires, a crucial function of the state is to keep the market running prop-
erly. At a minimum, the state must be able to protect private property and
enforce contracts. Somewhat more ambitiously, the state must deal with
“externalities” (the fact that there are some unowned and unpriced but
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nonetheless valuable resources that are used in economic production) and
provide some “collective goods” (goods that are valuable to produce but
that individuals cannot be excluded from enjoying even though they have
not paid to do so). 

It is also true that both libertarians and liberals have ideas about what
individuals are entitled to as a matter of political right, and that a state has
to exist in order to enforce the rights that allow individuals to freely express
their preferences for how to live outside the market economy. In both lib-
eral and libertarian political philosophies, the state must allow people to
own and accumulate property and do what they wish with it. It must allow
them to speak and associate as they will, guarantee their right to worship
as they please, and so on.

And, because a state must exist at a minimum to allow markets to do
their work, and to some degree to correct some predictable defects of the
market, we must also construct a process that ensures that the collectively
owned assets of the democratic state—the power to tax and to regulate—
will be guided by the preferences (both selfish/material and altruistic/
political if such exist) of individual citizens in whose name the state acts.
This means that we must have authoritative policies governing political
activities such as voting, the use of the referendum, legislative processes,
administrative processes, and so on. In short, every decision that commits
the collectively owned property, money, or authority of the (presumably
democratic) state must be made vulnerable to the influence of citizens
whose interests and political commitments are affected by the choice.

It is important to understand at this stage that an important contradic-
tion has been introduced into the organization of a society. Having created
a state as a necessary institution to support the functioning of markets and
to protect individual rights that allow citizens to act freely in the civic and
political realm, we have created the potential for politics to arise in which
individuals decide not to set their civic and political ambitions aside, but
instead to pursue them through collective civic and political action. They
can join together to achieve common civic purposes using their own
resources. Or they can join with others to lay claim to the powers of the
state to achieve social purposes that go well beyond the protection of mar-
kets and individual political rights. That is, the institutional means have
been created for the development and expression of collective purposes
beyond the limited ones of ensuring the smooth functioning of the market
and the protection of individual rights. In principle, then, individuals
could decide to pursue many different purposes rather than these minimal

  . 

13-0201-CH 13  8/15/02  5:25 PM  Page 320



purposes of the state. If they thought the market was eroding important
individual and communal values, they could decide to restrict the inroads
of the market into their society. If they thought that justice required sig-
nificant redistribution of income, they could presumably decide to use
state power to accomplish this collectively agreed upon result. The point is
that there is nothing that necessarily limits their political aspirations to
minimizing the use of the state.

At this stage, however, the market ideology steps in and argues for a lib-
ertarian political philosophy as the best idea about how to use the powers
of the state, rather than a liberal or communitarian political philosophy.
The important libertarian idea is that because collective processes are so
unreliable, as much of social life as possible ought to be left to the workings
of the private market in which individuals can choose what to consume,
how to divide their time between leisure and work, and how to live their
lives outside of the marketplace. As little as possible ought to be decided
collectively. As little economic life as possible ought to be governed by col-
lective decisions to tax and spend. As little social life as possible ought to be
brought under the influence of the collective using the authority of the
state. In short, the best state would be the one in which we collectively
agreed to minimize the use of the state.

Of course, even if one believes in the importance of markets as a useful
device for organizing economies (the places where individuals work to sat-
isfy their material desires for food, shelter, clothing, and other necessities),
and in the importance of constructing social arrangements that honor indi-
viduals over collectives, one does not have to become a libertarian. One can
accept the view, for example, that markets are limited in their ability to sat-
isfy individuals needs efficiently and effectively and that we need govern-
mental power to allow markets to work more efficiently. This includes
using governmental power not only to protect property and enforce con-
tracts but also to force economic decisionmakers to pay attention to situa-
tions when they are using unpriced assets (such as air) in their economic
activities, and to recognize that there is social value attached to these assets
even though they are not owned and exchanged in markets. It also includes
the power to guard against the emergence of monopoly power, and to pre-
vent firms from cheating or defrauding, or coercing their shareholders,
employees, and customers. We can call all of this “economic regulation.”

Once a state exists with the power to ensure that markets work to satisfy
consumer desires efficiently and effectively and a process that grants indi-
viduals in the society rights to argue for the use of state power to advance
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their own ideas (whether those be their individual material interests or their
political aspirations to construct their vision of a good and just society),
then it is likely that a kind of politics would form around the important
discussion of how to use the state power. Further, it is quite possible that
that discussion would leap the boundary from a discussion of how state
power should be used to allow markets to work efficiently and focus
instead on other goals that could be pursued with the collectively owned
assets of the state. 

For example, the state, guided by the political aspirations of individual
citizens, aggregated through the mechanisms of representative government,
might seek to realize ideals of justice linked to the distribution of wealth
and income. It could turn out, for example, that a society dominated by
economic markets would end up with too much economic and social
inequality for individual citizens to feel truly satisfied or comfortable with
the state of their society. Those at the top might feel guilty about the rela-
tive magnitude of their good fortune. Those at the bottom might feel
resentful and unjustly treated. Or, both rich and poor might feel that the
inequality they experienced in their society offended a commonly shared
idea of a transcendent principle of justice or fairness. 

In this situation, society might make an important collective decision
that went beyond simply trying to help the market work or to preserve lib-
erty: it might decide that it wanted to deal with inequalities of income and
wealth that grew up through the workings of market processes by redis-
tributing wealth and income from rich to poor. Of course, this redistribu-
tion could reduce some of the incentives for entrepreneurial activity. And
it might offend one idea of justice that treated one’s earnings as the just
reward for talent and effort (rather than luck or the unjust appropriation
of the work of others). But one could argue that a society would be “better
off ” (either in the sense that it satisfied individual conceptions of a just
society more reliably or in the sense that it more closely approximated some
transcendent principle of justice) if it were organized to produce economic
equity as well as efficiency. 

Note that even here, however, economics has an important idea to offer.
It says that an efficient way to produce the right amount of equity would
be simply to transfer income and wealth to achieve the desired distribution,
and allow individuals to continue to have the right to make choices about
how to spend their newly equalized income and wealth. In short, we would
produce the kind of social equity we wanted by distributing wealth and
income and then let the individuals decide how to spend their income.
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This, in welfare economics, would be more “efficient” than redistributing
wealth by providing specific goods to individuals such as food, medical
care, or education. The reason is that it allows individuals to decide how to
spend their money rather than force individuals to accept the particular
things the collective thought that individuals should want and have.
Anything other than this—anything that encouraged the poor to buy
health care and education over alcohol and video games, or anything that
encouraged young people to save so that they would not become a burden
to their family or their society in their later years—would be viewed as
paternalistic. It would be the effort to substitute some collective’s value
over the individual’s, and in so doing to deny individuals some of the sat-
isfaction of spending their money unconstrained.

Alternatively, a state with the power to tax and regulate could be used to
encourage economic entities to achieve social rather than economic pur-
poses. It might want to use the economic firms to eliminate racial discrimi-
nation in markets both as an end in itself and as a way to reduce economic
disparities. It might want to use economic firms to help it accomplish
health objectives by ensuring that employees worked under safe and
healthy conditions, and that customers were protected from unsafe prod-
ucts. And so on. All this could be placed under the rubric of “social regu-
lation” of economic firms. It can be understood as the state’s use of its
authority to accomplish socially valued results as well as economic efficiency
through the regulation of economic actors.

All these ideas are more or less broadly within a liberal if not a libertar-
ian tradition. In each case, we are still holding to the view that it is individ-
ual aspirations and preferences that count, and individual liberty that is to
be protected. The differences between libertarianism and liberalism lie in
two crucial areas: (1) in the amount of room that is given to the idea that
individuals could have social and political ambitions that they would like to
see realized in the social conditions in which they find themselves, as well as
individual preferences for consumer goods; and (2) in the acceptance of the
idea that politics (the way in which we aggregate individual preferences for
how society ought to be organized) and the state (the institutions we rely on
to produce the conditions that politics said were desirable) could be used to
develop and respond to these individually held political aspirations at the
risk of intruding on individuals’ abilities to develop and lead their own lives.
In short, the difference between libertarian and liberal views as described
here is that liberals accept the idea that individuals can have political aspi-
rations for the ways that society ought to be organized and can accept as a
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political outcome the fact that individuals voted to use state power to
achieve these goals, while libertarians would to some degree deny the right
of individuals to make claims on one another through political aspirations
and to use politics and the state to advance purposes that the collective
decided were important. Liberals look for a collective life guided by freely
choosing, politically motivated individuals; libertarians suspect such a soci-
ety and would view political motivations as thinly veiled self-interest or idio-
syncratic conceptions of the public good that should not be allowed to
impinge on their freedom.

An Alternative: The Communitarian View of Politics and the State 

What both libertarian and liberal traditions miss or underemphasize, how-
ever, is a view that takes collective life—whether that be social, civic, or
political—far more seriously as an essential part of what human beings
both like and need to do. In this view, collective life is not viewed as a nec-
essary evil that has to exist only long enough to remind us of the hazards
of trying to live collectively and to reaffirm our collective commitment to
live as privately and individually as possible. It is, instead, viewed as a nec-
essary part of both individual and social well-being. Without participating
in the processes of collective life—of deciding what we are and could be
together as well as who we are and could be as individuals—we cannot be
satisfied as individuals. Nor can we develop ourselves as individuals. In
short, human beings need collective life not only as a means of creating the
conditions under which they can live well with one another but also as an
end in itself.

In this conception of the role of collective life, a society might come to
the view that a market-dominated society would end up not only without
enough social goods and enough equity but also without enough opportunity
for individuals to satisfy themselves as social, political, and communal beings.
In this conception, collective decisionmaking and the means for achieving
collectively defined goals and aspirations are not threats to individual
choice or problems to be minimized; they are, instead, desirable human
activities to be embraced in the interests of a higher-quality individual and
collective life. The need to come together to construct and deploy collec-
tive power is not just occasionally necessary to create the institutional struc-
tures that can guarantee efficient markets and protect liberty. It is, instead,
something more systematically and continuously valuable to individuals as
they live and develop themselves as individuals, and as they reach for fairer,
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more just, and more prosperous societies to live within. Individuals have
desires to gather together and commit themselves to accomplishing things
together, not just a technical need to do so (in short, humans are political
as well as economic creatures); thus, in order for societies to be fully satis-
factory to humans, they must provide a vibrant sector of society in which
individuals can and do act socially and politically. 

From this perspective, the political/governmental world (and the vol-
untary third sector of associations and civil action) would be an important
complement to the market in providing individuals within a society access
to the good life. They would have this access not only as individual con-
sumers and laborers but also as neighbors, congregants, and citizens. These
roles would be as important to the good life as the roles of consumer,
employee, investor, and entrepreneur.

The Public as the Arbiter of Value; 
Public Value as the Goal of Government 

So far, I have argued that we could adopt the view that a collective life of
voluntary association, politics, and governmental action is important to
individual satisfaction and to the ability to create just and good societies. I
have also argued that it is plausible to imagine that such activities do not
simply aggregate individual preferences (whether self-regarding or other-
regarding) by adding them up through exchanges and contracts, but
instead through argument and deliberation about the kind of people we are
and the kind of society we want to inhabit. If both these points are (tenta-
tively) accepted, then we could take one more step and note the extent to
which this idea would be consistent with the profoundly illiberal idea that
a collective “we” could be established that was capable of willing, choosing,
and acting as a collective. Further, we might imagine that that “we” could
compete with individuals as an arbiter of value in deciding how society’s
resources ought to be deployed.

In this conception, it is possible to imagine that a social utility function
could be constructed and make claims on socially available resources as
well as individual utility functions; further, that this social utility function
would become the proper scorecard to use in judging whether some of
society’s efforts were successful rather than the summation of individual
satisfactions. Or, to put it less technically, we as a society and a collective
could decide that there are things we want to produce together as desirable
features of society: a first-rate military, a reliable criminal justice system, an
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accessible court system, a means for guaranteeing the safety and cleanliness
of the air we breathe and the water we drink, a health care system that pro-
vides a high degree of quality care and accessibility to all regardless of abil-
ity to pay. These collectively defined purposes could then make claims on
us as individuals. We could be taxed to produce the money required to pro-
duce these social results. Or we could be regulated and obliged to act in
ways that contributed to these objectives directly. We could be drafted into
the army, forced to serve on juries, and prohibited from dumping toxic
wastes into the air and water. 

One way to think about this is to see that the “public policies” that
emerge from the processes of representative government are essentially col-
lective statements about the important public purposes that are to be
achieved using the assets of the state—both the public funds that were
raised through the power of taxation and the state’s authority to force indi-
viduals to make contributions to the public good. Insofar as these public
policies set out purposes to be achieved with social resources, they define
the “public value” that is to be pursued through the use of collectively
owned resources. (In more technical terms, we could say that public poli-
cies established little social utility functions.) Further, we can imagine that
these political commitments to particular conceptions of public rather than
private value would trump individual market decisions about whether and
how much of these valued purposes society as a whole ought to buy. 

Thus, for example, the collective could decide that an educated citi-
zenry is important enough to its economic, social, civic, and political
future that it would be willing to use its authority to require kids to go to
school and its money to pay for books, teachers, and so on. The collective,
not the market, has decided how much education will be provided and
how it will be distributed. (Or more precisely, it has established some min-
imum universal conditions; if individuals can meet and exceed them
through their own efforts, they are entitled to do.) This is the moment
when the public as a political collective stepped in and decided what was
valuable to produce with its resources rather than leaving the decision to
the market. 

Arguably, it is the domain marked out by these collective decisions to try
to achieve collectively defined purposes through collectively owned assets
that is the domain of the government sector. It is this sector (whatever its
size) that is guided by collective choices about what is desirable to do and
that uses the collectively owned assets of the state (its property, its money,
and its authority) to accomplish these goals rather than individually
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defined purposes. The existence of this domain competes with and shoves
aside the idea that individual valuations are the only things that matter in
society and allows collective decisionmaking processes to make a claim on
both the principle of individual choice and the society’s overall resources. 

Precisely because the government sector depends on collective agree-
ments to decide what is worth doing and relies on collectively owned assets
to accomplish this goal, libertarians and others who think individuals are
the only arbiters of value would like to keep this public domain as small as
possible. But it is also for this reason that communitarians who think that
a wholly individual life is both a lie and dissatisfying to individuals would
allow for a much greater influence of collective processes (including but not
limited to politics and government) in social life.

Vouchers as Collective Support for Individual Decisionmaking 

Note that “vouchers” fit into this scheme in an interesting and complex way.
In an important sense, vouchers embody simultaneously a collective deci-
sion to finance and subsidize a particular kind of purchase by a particular
class of individuals (for example, food stamps represent a social commit-
ment to subsidize food purchases by poor people, Medicaid represents a
social commitment to subsidize medical care for the poor, school vouchers
represent a decision to subsidize education for the rich and middle class as
well as the poor). As such, they represent a nonmarket, collective decision
that a particular good is sufficiently important to individuals and to the
society that the society wants to make sure that everyone gets enough of it. 

At the same time, vouchers seem to enshrine the idea that individuals
ought to be able to decide how they will meet their nutritional, health, and
education needs. The delegation of this choice (but not the financing)
from the society to the individual supports not only the market principle
of competition on the supply side (with its attractive effects on innovation,
adaptation, and cost reduction), but also the principle of individual choice
on the demand side (individuals can pick the kind of food, health, and
education they desire rather than have the collective decide for them). Both
things promise greater efficiency both in the sense of finding more efficient
ways of producing particular socially desired results and in the sense of
producing what individual clients want and value rather than simply what
society values.

Yet it remains uncertain whether vouchers have really privatized the
decision or left it in the collective’s hands. After all, the collective has not
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given out money with no strings attached. It has said to consumers that this
money must be spent on particular things and makes significant efforts to
ensure that the voucher’s economic power is not spent on things that the
voucher is not supposed to cover (such as alcohol rather than cereal for the
kids, or faith healing rather than real medicine). Presumably, if individuals
began making choices that seemed wrongheaded or improper to the col-
lective, the collective would constrain the individual choices further.

Also uncertain is the extent to which vouchers are understood to be
valuable because they guarantee the maximum degree of individual satis-
faction (given that the purpose has been somewhat constrained by the col-
lectively defined purpose), or because they are more likely to achieve the
socially defined purpose they were designed for in the first place (that is,
encouraging effective cooperation of the individuals who receive the
vouchers in accomplishing the socially desirable goals). This difference
could be revealed in the difference between thinking that educational
vouchers are valuable because they increase the likelihood that parents and
children will like the school they attend, or because the combination of lik-
ing the school and the new competitive pressures that result in both sig-
nificant adaptation and innovation achieve the desired social result, which
is more educated kids. In the first, satisfaction is treated as an end in itself.
In the second, satisfaction is treated as one thing that contributes to the
efficient and effective production of what is really desired: namely, the
socially established goal of producing an educated citizenry.

Summary: Political Rights and Decisionmaking 
about a Just and Good Society 

The point, then, is that if the fundamental idea behind the market ideology
is that it is important to empower individual ideas about value over collec-
tive ideas of value, then this ideology poses a challenge to governance pre-
cisely because it undermines the idea that a collective agrees on what would
be valuable to accomplish together. After all, even a libertarian society needs
a social agreement that it will be a libertarian society. Further, to keep itself
libertarian it needs to find some way to undermine the ambitions of those
who would like it to be something else. A truly democratic society not yet
committed to libertarianism would need some way to keep checking with
citizens that libertarianism was still the form of society they wanted. 

It follows, I think, that if there is a legitimate collective capacity to
decide that a good society would be a libertarian one, there might also be
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a legitimate collective capacity to decide on a state that became the agent
of a collective will to achieve social results different from those that would
result from a libertarian political commitment. To make the claim that
there are “core functions” of a state and that the state sector should be lim-
ited to these “core functions” is not a technical statement that emerges from
social science understanding; it is a political statement about how much of
a society’s activities ought to be decided on by the collective. It might be
good for economic progress and individual freedom for a state to severely
limit its ambitions. 

But if a collective wanted to produce values other than economic growth
and individual freedom—for example, a fairer distribution of wealth and
greater opportunities for community engagement—then the “core func-
tions” of government would end up being quite different. A state could be
produced that supported the development of a market economy that pro-
duced public goods such as state-supported enforcement of contracts and
the protection of private property against theft. Or, a state could be enabled
to try to produce a kind of social justice or economic equality that suited
the political aspirations of its citizens. 

To the extent that individuals have social and political commitments
that they would like to have realized in their societies—that is, to the extent
that they seek to govern themselves—then they have to depart (at least to
some degree) from the important market principle that only individual
preferences matter. They have to find a way to reach a collective view about
their purposes and the means they will use to construct their collective life
together, even if their ambition is to make that collective life as limited and
as small as possible.

Once we accept the idea that collective purposes can be established
through political processes, and that these purposes can trump individual
valuations and claim social resources, we can see one of the ways in which
the market ideology might undermine a valuable capacity for governance.
It might deny individuals the chance to exercise what Hannah Arendt
once described as the only kind of liberty worth having: namely, the right
to participate in the process of governing the society of which one is a
part. In doing so, it would eliminate something that was valuable to indi-
viduals, as well as something that was valuable to a society that wanted to
be good and just.

But market principles are not finished yet. They can also make claims
on how society might think of the role of the voluntary third sector of
society as a vehicle both for the expression of social and political aspirations

     

13-0201-CH 13  8/15/02  5:25 PM  Page 329



and for dealing with important public problems or advancing important
social goals. It is to these ideas that we next turn. 

Market Ideology and the Role of the “Voluntary Third Sector” 

The burden of my argument so far has been that it is meaningful to talk of
“public purposes” as something other than the maximization of the sum of
individual valuations; that there is a way in which the processes of repre-
sentative government can be relied upon to form collective judgments
about what constitutes “public value”; and that these collective judgments
about public value can, to some degree and in some domains, trump indi-
vidual valuations and claim resources from the ordinary processes of indi-
vidual exchange that constitute a well-functioning market economy.
Exactly how a “we” forms from collections of individuals to establish such
judgments about public value remains a bit unclear, of course. It is also easy
to imagine all the ways in which the processes of forming a “we” that could
have social preferences could be corrupted. It is for this reason that, as a
political view, one might adopt a political philosophy that kept as much of
social life as possible out of the reach of the unreliable “we” to maximize the
chance that each of us who makes up the “we” would be able to achieve
what each of us wants to achieve for ourselves.

The problem with the strictly libertarian view, however, is not only the
technical problem that even a libertarian state requires some collective
capacity to establish and maintain itself, but the more fundamental prob-
lem that it leaves out the following important ideas: first, that individuals
might have social and political aspirations as well as material aspirations;
second, that it might be important to individual and social welfare for soci-
ety to construct institutions that would allow all of these preferences to be
expressed and achieved; third, that often social aspirations can only be met
through concerted social action carried out on a scale larger than the indi-
vidual. That is, welfare economics and associated libertarian political
philosophies leave out the idea that individuals have ambitions for what
they would like to do for and with others in activities that exist outside of the
market, and they have ideas about the kind of society they would like to live
in. Or, more precisely, it says that if people have such ideas they ought to
be free to express and pursue them, but to do so on their own, without
invoking the powers of the state to make claims on others in realizing their
more or less idiosyncratic social ambitions.
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Although the idea that individuals might have and want to express desires
to be virtuous in their lives, to do for others, and to join together in com-
mon cause to achieve social conditions they judge to be desirable is not
immediately congenial to those who embrace market ideals; once such an
idea is accepted, the welfare economist and libertarian would be forced to
think about how such ambitions could be satisfied. One answer, of course,
is that such ambitions could be satisfied through politics and the construc-
tion of a “we” that defined social purposes to be achieved through the power
of the state. That is the perspective that is implicitly embraced above. But
from the point of view of those who value market principles that emphasize
individual choice, this is a bad answer. It makes politics and the state too
important. It makes individuals too vulnerable to state compulsion.

The Third Sector as an Efficient Alternative to Politics 
and Government as a Way of Achieving Public Purposes 

As an alternative, welfare economists and libertarians would fall back to a
different position: namely, that such civic and political ambitions might
best be satisfied through voluntary civic action rather than through politics
aimed at commandeering state power to compel all to contribute to some
more or less idiosyncratic or corrupt conception of the common good. The
reasons that a person who admired market ideals would prefer voluntary
civic action over political/governmental policy as a way of allowing indi-
viduals to express and achieve their social ambitions should be pretty clear. 

For one thing, if society constructed a civic space that allowed individ-
uals to hold and act on individually held social and political ideals, then a
kind of expressive freedom would be created for the establishment of social
conditions as well as for the consumption of goods and services. Utopians
of all stripes ranging from Bronson Alcott to the Branch Davidians would
be free to create their own little societies that reflected their social ideals.
They would not have to subject their ideas about what is good for humans
and what constitutes a good and just society to the bruising tests of majori-
tarian politics; they would be able to act freely to enact their views. They
would not have to bend their ideas to the collective opinion of their fellow
citizens. No one else would be much discomfited. This creates the kind of
“efficiency” that those who favor markets like: the opportunity for each
individual to express his or her own views, and (to the extent that their
means make possible) for their individual views to be satisfied (even when
those views refer to social conditions rather than individual consumption). 
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For another, establishing a voluntary civil sector would allow society to
achieve some public purposes without having to rely on the coercive power
of government. If the definition of the voluntary third sector is based on
the idea that individuals voluntarily contribute resources—money, time,
sometimes even pieces of their body—to others and to public purposes,
then this represents an alternative to taxation and regulation to accomplish
social purposes. Instead of having to go through the laborious political
process of forming a collective agreement strong enough to command the
power of the state, and then living with the pain associated with using state
powers to accomplish public purposes, a vibrant voluntary sector would
allow society to accomplish social purposes simply by stepping back and
graciously accepting the contributions that socially and politically moti-
vated individuals would make to the welfare of others and to society. This
would relieve government of a burden that it otherwise might have to bear
and would simultaneously protect freedom and minimize the use of the
coercive powers of the state.

“Governmental Failure” as an Explanation and Rationalization 
for the Existence of the Voluntary Sector 

These are the ideas that lie behind the hypothesis that a kind of “govern-
mental failure” inevitably stimulates the development of a voluntary civil
society (at least in societies that do not actively suppress such activity). In
this theory, it is assumed that individuals have social and political aspira-
tions they would like to have satisfied, as well as individual consumer
desires. The difficulty is that, at any given moment, society can be only one
thing. As Charles Taylor has observed, the social conditions in which we
live together are an irreducibly shared experience. As a result, at any given
moment, the state can satisfy only some individual political aspirations. A
libertarian living in a liberal or communal society feels less satisfied than if
he lived in a libertarian society. 

Because many individuals will necessarily be dissatisfied with the polit-
ical regime they inhabit, they will feel motivated to act. That social energy
will eventually expresses itself either in individual acts or in the creation of
voluntary associations that seek to bring about the social conditions that
dissatisfied individuals want to see realized. Sometimes the action takes the
form of direct voluntary action in which the dissatisfied citizens use their
own resources to accomplish their goals. They form a volunteer fire depart-
ment or band together to create an after-school mentoring program for
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teenagers. Other times the actions is political in the sense that the dissatis-
fied individuals organize to achieve the kind of political power and lever-
age they would need to grasp the instruments of the state to help them
achieve their purposes. Whatever form it takes, some portion of society’s
resources and activity will be devoted to the articulation and pursuit of
social and political preferences that are not satisfied by the current social
and political conditions; it is this energy that creates the voluntary civic sec-
tor and bleeds into the political sector.

Reasons for the Increased Prominence of the Civic Sector 

The idea that individuals have social and political aspirations, and that
those can be expressed and achieved through voluntary action in a civic
sector of society, helps us understand at least some of the reasons why this
voluntary third sector is becoming important in contemporary political
thought. Viewed from one perspective, this sector seems to allow the mar-
ket principles of individual choice and voluntary action to deal with prob-
lems that were previously thought to be primarily the responsibility of
government. The existence of a voluntary third sector gives the lie to the
idea that there can be only two sectors of society: the private market sec-
tor in which individuals display their values by making choices in volun-
tary transactions, and the political/governmental sector in which individ-
uals come together to decide what kind of society they want to live in,
what sorts of things ought to be brought into the public sphere, and how
best government authority and money ought to be deployed to accom-
plish the collectively desired result. Logically and empirically a third sec-
tor exists in which individuals, as part of their effort to live the good life,
can decide to pursue a purpose they think is publicly valuable using only
their own resources or others that can be attracted on a voluntary basis to
pursue them. 

In principle, of course, this sector need not be protected, much less sub-
sidized, by government. Indeed, in many countries, voluntary associations
committed to using their own resources for public purposes are regarded as
threats to the existing government and are willfully suppressed. In a liberal
society, however, the rights to use one’s own property for public purposes
and to associate on a voluntary basis are usually protected by the state and
facilitated by legal forms of various kinds. 

Moreover, as market principles become more influential, it is easy to see
why a voluntary civic sector would be preferred to politics and government
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as a way both to satisfy social and political preferences and to achieve social
goals. From the point of view of market principles, voluntary civic action
has two key advantages over politics and government. First, because indi-
viduals contribute only to the social purposes that they, as individuals,
think are important to address, we can all be sure that their individual
social ambitions are being addressed. In effect, they are voting for social
purposes with their money and time, not simply with their political power.
Second, because the individuals are contributing their money, time, and
material voluntarily, the state is relieved of the burden of having to use its
coercive authority to mobilize these resources to accomplish its collective
purposes. Individuals are getting the social results they want and are pre-
pared to support; the collective is benefiting from a flow of resources that
it does not have to use its authority to amass. It is, apparently, an “efficient”
way to define and pursue social purposes. 

The Civic Sector as the Privatization of the Definition of Public Value 

This all seems so sensible that it is easy to overlook just how important and
in some ways breathtaking the idea of a voluntary civic sector really is. In
the United States, we have in place a set of public policies designed not
only to create a space for, but also to actively encourage, a voluntary civic
sector. On one hand, these public policies are rooted in basic first amend-
ment rights to speak and to associate. On the other, they are rooted in the
rights of individuals to use their own property for whatever purposes they
think appropriate, even if those purposes are to benefit people other than
themselves and their families. The policies are also located in tax provisions
that encourage individuals to make charitable contributions and exempt
from taxes those organizations that have committed themselves to public
purposes and renounced the right to enjoy the economic benefits that
could flow to them as a result of their activities. 

On reflection, what seems surprising about these policies is that they
have, in effect, given over to individuals and nongovernmental groups the
right to define and pursue public purposes without subjecting them to the
demanding tests of democratic politics. (More precisely, they have authorized
individuals to pursue a very broad set of collectively defined purposes with
the means at their disposal, and have given them different kinds of public
sanction ranging from tolerance to financial support for doing so.) Put
somewhat more provocatively, to some degree, we have both “individual-
ized” and “privatized” decisions about what constitutes the public good.
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The charitable exemption of the inheritance tax allows John Paul Getty to
decide that what Los Angeles needs is a beautiful art museum rather than
a (slightly) better endowed school system. It also allows the millions of
individual donors who felt sad when President Kennedy was assassinated to
endow a “living memorial” to President Kennedy at Harvard as a way of
encouraging young people to go into politics. Resources that otherwise
might have gone to collective political processes for decisions as to their use
are instead committed by individuals to public purposes that these indi-
viduals think are desirable (and are covered by the statutes that define
appropriate charitable purposes).

These policies reveal, I think, the U.S. commitment to a broad, liberal
individualism. After all, one might think that if there is anything that
ought to be considered a fundamentally collectivist decision it would be
the decision about what constitutes a widely accepted public purpose. How
else could a collective purpose be defined other than through some process
of collective discussion? Yet the United States has policies that allow indi-
viduals to decide what a public purpose is (subject to some broad statutory
restrictions), and to act to achieve such purposes to the limit of their own
resources and others they can recruit to the cause. This is the privatization
of the definition of public purpose in almost the same sense that vouchers
are. The main difference is that in philanthropy and volunteerism the
choice about what is a public purpose is made by the person supplying the
resources, while in the case of vouchers, the decision about the public pur-
pose is made by the individual to whom the collective provided resources.

Institutional Arrangements Supportive of the Voluntary Sector 

Once one accepts the idea that individuals have social and political prefer-
ences that they would like to see achieved and recognizes the civic sector as
a protected social space in which such activity can be carried out, one can
see some other important implications of these ideas for the arrangement
of social institutions. The most obvious, of course, is one I have already
mentioned: the need for policies that create the social, political, and eco-
nomic space that allows civil society to flourish. As noted, these already
exist in the United States, though not necessarily in other parts of the
world.

But there are conditions other than explicit policies that might be im-
portant to create if a society wanted to take full advantage of the potential
of the voluntary sector. For example, if one wanted a vibrant voluntary
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sector, one can imagine that it might be important to reduce the claims
that the state made on individual private resources, or the extent to which
it tried to monopolize and control the society’s efforts to deal with social
problems. Presumably, if the state takes private resources for public pur-
poses, and if it allows or favors its efforts to solve public problems over
those offered by voluntary associations, then some of the resources and
some of the urgency that private actors might have and feel motivated to
use for solving public problems will be lost. The idea that the state might
compete with the voluntary sector as a device for defining and responding
to social problems provides an additional reason for preferring a small
rather than a large government. In this view, a small government is impor-
tant not only to allow a private economy to flourish but also to allow a
vibrant civil society to exist. Of course, one can have some skepticism
about the extent to which voluntary action in dealing with social problems
could be relied upon exclusively to deal with significant social problems.
And one can easily imagine that society’s overall ability to define and deal
with social problems might well be enhanced through partnerships
between the voluntary sector and government as well as through the inde-
pendent action of the voluntary sector alone. But it is worth paying atten-
tion to the ways in which the voluntary and governmental sectors interact;
and more specifically, whether (in economic terms) they act as “substitutes”
for one another, or as “complements.”

One could go even further to form an argument in favor not only of
small governments in general but also in favor of highly decentralized fed-
eral governmental systems. In this view, a society that imposed few general
restrictions on its citizens, decentralized what little authority it retained to
small geographic units, and both allowed and encouraged citizens to
develop their own voluntary associations would end up creating a world in
which much of the collective work that happened in society would be
accomplished through voluntary associations rather than government.
Moreover, individuals would be able to “shop” among different combina-
tions of voluntary associations and governments to find the ones that most
closely approximated their own ideas about what constituted a good soci-
ety. It is for this reason that those who favor market principles often prefer
voluntary associations over politically mandated communities, and decen-
tralized structures of governmental power over centralized ones. These
institutional arrangements allow individuals more “choice” in the kinds of
societies they want to be a part of than institutional arrangements in which

  . 

13-0201-CH 13  8/15/02  5:25 PM  Page 336



centralized governmental units are the only places where social and politi-
cal preferences can be realized.

Thus those who prefer the market principles that celebrate individual
choice tend to have strong preferences for the kinds of social institutions
that are constructed to meet the social and political ambitions of individ-
uals as well as those that meet their material desires. They would like to
leave as much as they can to the market and limit government to a few
“core functions.” To the extent that there remain unsatisfied social and
political ambitions after this society has been constructed, they would pre-
fer that those be expressed through voluntary civic efforts rather than
through politics and government. They would prefer a thin government
that created room for many voluntary organizations over a thicker govern-
ment that dominated the public space. And to the extent that governments
were required at all, they would prefer a federal system of government in
which many different regimes were offered to individuals who could then
vote with their feet by moving to the regimes they liked best (for either
individual material or social and political desires).

Now, the image conjured up by a world in which most social and polit-
ical ambitions are met by voluntary contributions, civic associations, and
“boutique governments” that compete for citizens who like their particu-
lar style of governing is, to many, a horrendous one. Insofar as such a soci-
ety would allow individuals to segregate themselves from one another in
homogeneous groups, and to escape the need to test their views about what
constitutes a good life and a good and just society with individuals differ-
ently situated in society, it seems to be a recipe for the kind of human
impoverishment that comes from living with people too much like oneself.
Living in highly homogeneous communities may be as bad for idealistic
altruists as for materialistic egoists—at least as we understand what goes
into “human flourishing.” 

Such a set of social arrangements might also make it difficult to define
and achieve a good and just society. For example, it might turn out that the
amount of resources that would be voluntarily contributed to such impor-
tant purposes as sheltering the homeless, feeding the hungry, healing the
sick, enlightening the ignorant, protecting the oppressed, and inspiring the
downcast would fall well short of what was required to achieve this goal.
(Lester Salamon has called such a possibility the threat of “charitable failure”
that parallels concerns about “government failure.”) Or it could easily turn
out that individuals might act strategically to maximize their own welfare
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and seek out jurisdictions where the cost of being a citizen was low (say, a
suburb or a gated community), but the advantages of being a citizen of a
more pluralistic, culturally enriched community (say, a neighboring city)
were still available to them. 

These, of course, represent important reasons why one might prefer a
more centralized, thicker governmental structure. But to find virtue in the
creation of a stronger collective instrument, one must again celebrate what
market principles find abhorrent: namely, the importance of public as
against individual purposes, and the capacity of a “we” to form that would
recognize what those public purposes were. 

Conclusion 

The extension of economic markets throughout the world has brought
important changes in material welfare—mostly but not all good. The
extension of the markets has been accompanied by increased commitments
to market principles or market ideology. These principles are important
not only because they have created the room for markets to spread in pre-
viously hostile social and political terrain, but also because they have begun
to influence social and political thought and the construction of social rela-
tions and public institutions outside the boundaries of markets. 

At the core of market ideology is the idea that individuals are the only
social entities that should be relied upon to assign value to material goods
and services on one hand and to social and political conditions on the
other. Equally important is the notion that individuals ought to be able to
choose. In the economic sphere, they ought to be able to choose how to use
their own property, skills, and time to participate as producers in the econ-
omy and to spend their own money on the products and services they
value. In the civic sphere, they ought to able to decide what social and
political causes they hold dear, with whom they will associate, and how
they will use their property, time, talents, and energy to advance their social
and political causes. In the political sphere, they ought to be allowed to
express their views about what constitutes a good and just society and to
vote for candidates and lobby for public policies that encode their ideas.

These market ideals turn out to have important implications for a great
many aspects of individual and social life. They tend to emphasize indi-
vidual life at the expense of social and political life. They tend to make
material preferences more important than ideas about achieving individual
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virtue or social justice. They tend to discourage people from having ideas
that would make claims on the resources and convictions of others. They
tend to make voluntary associations formed by agreements more important
than the more demanding associations that are created by having to decide
how the collectively owned assets of the state will be used to accomplish
public purposes. They make the private economy a more important social
sector than the public sector. Within the public sector, they make volun-
tary associations and nonprofit organizations more important than politics
and government. And within the government sector, they confuse us about
whose values are most important in guiding the use of the money and the
authority of the state.

In the end, what market ideology threatens is the loss of confidence in
any collective capacity to decide, to will, and to accomplish things together.
At a fundamental level, it attacks the forum and seeks to put the market in
its place. Because I take the forum to be the essence of governance, it is
hard not to see the market ideology as potentially hostile to the capacity of
communities, nations, and the world to govern themselves.
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